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#### Abstract

Using methods from classical analysis, sharp bounds for the ratio of differences of power means are obtained. Our results generalize and extend previous ones due to S . Wu (2005), and to S. Wu and L. Debnath (2011).


## 1. Introduction

Given two distinct positive real numbers $a$ and $b$, we recall that the arithmetic mean $A(a, b)$, the geometric mean $G(a, b)$, the identric mean $I(a, b)$, and finally $M_{r}(a, b)$, the power mean of order $r$, are, respectively, defined by

$$
A(a, b)=\frac{a+b}{2}, \quad G(a, b)=\sqrt{a b}, \quad I(a, b)=\frac{1}{e}\left(\frac{a^{a}}{b^{b}}\right)^{1 /(a-b)}
$$

and

$$
M_{r}(a, b)=\sqrt[r]{\frac{a^{r}+b^{r}}{2}}
$$

Inequalities relating means in two arguments attracted and continue to attract the attention of mathematicians. Many recent papers were concerned in comparing the differeces between known means.

For instance, Alzer and Qui proved in [1] the following inequality relating the identric, geometric and arithmetic means of two distinct positive numbers $a$ and $b$ :

$$
\frac{2}{3}<\frac{I(a, b)-G(a, b)}{A(a, b)-G(a, b)}<\frac{2}{e}
$$

This was later complemented by T. Trif [5] who proved that, for $p \geqslant 2$ and every distinct positive numbers $a$ and $b$, we have

$$
\left(\frac{2}{e}\right)^{p}<\frac{I^{p}(a, b)-G^{p}(a, b)}{A^{p}(a, b)-G^{p}(a, b)}<\frac{2}{3}
$$
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In another direction we proved in [4] that the inequality

$$
\frac{I^{p}(a, b)-G^{p}(a, b)}{A^{p}(a, b)-G^{p}(a, b)}<\frac{2}{3}
$$

holds true for every distinct positive numbers $a$ and $b$, if and only if $p \geqslant \ln \left(\frac{3}{2}\right) / \ln \left(\frac{e}{2}\right)$ $\approx 1.3214$, and that the reverse inequality holds true for every distinct positive numbers $a$ and $b$, if and only if $p \leqslant 6 / 5=1.2$.

In the same line of ideas, S . Wu proved in [6] a double inequality

$$
2^{1-1 / r}<\frac{M_{r}(a, b)-G(a, b)}{A(a, b)-G(a, b)}<\left(\frac{2 r}{1-r}\right)^{1-1 / r}
$$

where $0<r<1 / 2$ and $a$ and $b$ are distinct positive real numbers.
Later, this inequality was sharpened and extended by Wu and Debnath [7] who proved that for distinct positive real numbers $a$ and $b$ we have

$$
2^{1-1 / r}<\frac{M_{r}(a, b)-G(a, b)}{A(a, b)-G(a, b)}<r
$$

if $0<r<1 / 2$ or $r>1$, and a reverse inequality holds if $1>r>1 / 2$.
In this work, (see Theorem 3.1), we will extend and generalize this further, by finding sharp bounds, depending only on $s, t$ and $p$, for the ratio

$$
\frac{M_{s}^{p}(a, b)-G^{p}(a, b)}{M_{t}^{p}(a, b)-G^{p}(a, b)}
$$

where $s, t$ and $p$ are real parameters satisfying some conditions.
Wu and Debnath in [7] proved also the following inequality

$$
\frac{2^{-p / r}-2^{-p / s}}{2^{-p / t}-2^{-p / s}}<\frac{M_{r}^{p}(a, b)-M_{s}^{p}(a, b)}{M_{t}^{p}(a, b)-M_{s}^{p}(a, b)}<\frac{r-s}{t-s}
$$

for every distinct positive real numbers $a$ and $b$, provided that $r>t>s>0, t \geqslant p>0$. In our Theorem 3.3, we will extend the domain of validity of this inequality.

The paper is organized as follows. In section 2, we gathered some preliminary lemmas and propositions, some of them are of interest in their own right. In section 3, we find the statements and proofs of the main theorems.

## 2. Preliminaries

Our main tool in this investigation is the following Lemma 2.1, called the L'Hospital Monotone Rule. It was discovered, rediscovered, and refined by several mathematicians. a good account of this can be found in [2] where it is traced back to the work of Cheeger, Gromov and Taylor [3]. We will include for the convenience of the reader, a proof which is, to our knowledge, different from the known ones.

REMARK. When we describe a function by saying that it is increasing, decreasing, or convex, we mean that it has this property in the strict sense.

Lemma 2.1. (L'Hospital Monotone Rule.) Let I be an interval in $\mathbb{R}$, and let $\stackrel{\circ}{I}$ be its interior. We consider two continuous functions $f$ and $g$ defined on $I$ and differentiable on $\stackrel{\circ}{I}$, such that for every $x \in \stackrel{\circ}{I}$ we have $g^{\prime}(x) \neq 0$. If $f^{\prime} / g^{\prime}$ is increasing (resp. decreasing) on $\stackrel{\circ}{I}$, then for every $c \in I$ the function:

$$
x \mapsto \frac{f(x)-f(c)}{g(x)-g(c)}
$$

is increasing (resp. decreasing) on $I \backslash\{c\}$.
Proof. Since a derivative has the Darboux property, we know that $g^{\prime}(I)$ is an interval, which does not contain 0 by assumption. So, $g^{\prime}$ has a constant sign on $\stackrel{\circ}{I}$. Replacing $(f, g)$ by $(-f,-g)$ if necessary, we may assume that $\forall x \in I, g^{\prime}(x)>0$. Similarly, replacing $(f, g)$ by $(-f, g)$ if necessary, we may assume also that $f^{\prime} / g^{\prime}$ is increasing on $\stackrel{\circ}{I}$. Hence, without loss of generality, it is sufficient to prove the case where $g^{\prime}$ is positive and $f^{\prime} / g^{\prime}$ is increasing.

Let $J=g(I)$. Since $g$ is continuous and increasing, it defines a homeomorphism $g: I \longrightarrow J$. Moreover, since $\forall x \in \AA_{I}^{I}, g^{\prime}(x)>0$ we conclude that $g^{-1}$ has a derivative on $J$ with $\left(g^{-1}\right)^{\prime}=1 / g^{\prime} \circ g^{-1}$.

Noting that the continuous function $f \circ g^{-1}$ is derivable on $\stackrel{\circ}{J}$ with

$$
\forall x \in J, \quad\left(f \circ g^{-1}\right)^{\prime}(x)=\frac{f^{\prime}\left(g^{-1}(x)\right)}{g^{\prime}\left(g^{-1}(x)\right)}=\left(\frac{f^{\prime}}{g^{\prime}}\right) \circ g^{-1}(x)
$$

we conclude that $\left(f \circ g^{-1}\right)^{\prime}$ is increasing on $\stackrel{\circ}{J}$. This proves that $f \circ g^{-1}$ is convex on $J$, and this is equivalent to the fact that, for every $\gamma$ in $J$, the function

$$
t \mapsto \frac{f\left(g^{-1}(t)\right)-f\left(g^{-1}(\gamma)\right)}{t-\gamma}
$$

is increasing on $J \backslash\{\gamma\}$. Making the increasing change of variable $t=g(x)$ and $\gamma=$ $g(c)$ we conclude that, for every $c$ in $I$, the function

$$
x \mapsto \frac{f(x)-f(c)}{g(x)-g(c)}
$$

is increasing on $I \backslash\{c\}$, which is the desired conclusion.
In the next Lemma 2.2 we will introduce and study some properties of a family of functions.

LEMMA 2.2. Given three real numbers $\alpha, \beta, \gamma$ such that $|\alpha|,|\beta|$ and $|\gamma|$ are distinct, one considers the function $L_{\alpha, \beta, \gamma}$ defined on $J=(0,+\infty)$ by

$$
L_{\alpha, \beta, \gamma}(x)=\frac{\cosh (\alpha x)-\cosh (\gamma x)}{\cosh (\beta x)-\cosh (\gamma x)}
$$

The functions $L_{\alpha, \beta, \gamma}$ satisfy the following properties:
(a) $L_{\alpha, \beta, \gamma}=L_{|\alpha|,|\beta|,|\gamma|}$.
(b) $L_{\alpha, \beta, \gamma}(J)$ is contained in exactly one of the intervals $(-\infty, 0),(0,1)$, or $(1,+\infty)$.
(c) $L_{\alpha, \beta, \gamma}=\frac{1}{L_{\beta, \alpha, \gamma}}, L_{\alpha, \beta, \gamma}=1-L_{\alpha, \gamma, \beta}$, and $L_{\alpha, \beta, \gamma}=\frac{L_{\gamma, \beta, \alpha}}{L_{\gamma, \beta, \alpha}-1}$.
(d) If $0 \leqslant \gamma<\beta<\alpha$ then $L_{\alpha, \beta, \gamma}$ is increasing on J.

Proof. (a) is obvious. (b) follows from the continuity of $L_{\alpha, \beta, \gamma}$ and the fact that $L_{\alpha, \beta, \gamma}(x) \notin\{0,1\}$ for every $x>0$. (c) is a simple verification. Finally, to see (d) we note that, if $a>b>0$ then, from the fact that

$$
\frac{\cosh (a x)}{\cosh (b x)}=\cosh ((a-b) x)+\sinh ((a-b) x) \tanh (b x)
$$

we conclude that $x \mapsto \frac{a \cosh (a x)}{b \cosh (b x)}$ is increasing on $(0,+\infty)$, and using Lemma 2.1. we find that $x \mapsto \frac{\sinh (a x)}{\sinh (b x)}$ is increasing on $(0,+\infty)$.

Now, noting that

$$
L_{\alpha, \beta, \gamma}(x)=\frac{\sinh \left(\frac{\alpha+\gamma}{2} x\right)}{\sinh \left(\frac{\beta+\gamma}{2} x\right)} \times \frac{\sinh \left(\frac{\alpha-\gamma}{2} x\right)}{\sinh \left(\frac{\beta-\gamma}{2} x\right)}
$$

we conclude that, if $0 \leqslant \gamma<\beta<\alpha$ then $L_{\alpha, \beta, \gamma}$ is increasing on $(0,+\infty)$, as the product of two positive increasing functions. This ends the proof of Lemma 2.2.

We are interested in the properties of monotonicity of these functions. The following result is a simple consequence of Lemma 2.2.

Corollary 2.3. For distinct $|\alpha|,|\beta|$ and $|\gamma|$, the function $\Delta(\alpha, \beta, \gamma) L_{\alpha, \beta, \gamma}$ where

$$
\Delta(\alpha, \beta, \gamma)=\operatorname{sgn}\left(\left(\alpha^{2}-\beta^{2}\right)\left(\alpha^{2}-\gamma^{2}\right)\left(\beta^{2}-\gamma^{2}\right)\right)
$$

is increasing on $(0,+\infty)$.

Proof. By Lemma 2.2, if $0 \leqslant|\gamma|<|\beta|<|\alpha|$ then $\Delta(\alpha, \beta, \gamma)=+1$ and $L_{\alpha, \beta, \gamma}$ is increasing so the conclusion is true in this case.

Now, if $\Delta(\alpha, \beta, \gamma) L_{\alpha, \beta, \gamma}$ is increasing, and two of the numbers $\alpha, \beta, \gamma$ are transposed, the quantity $\Delta(\alpha, \beta, \gamma)$ changes its sign, and by Lemma 2.2, the function $L_{\alpha, \beta, \gamma}$ is composed with a decreasing function (namely $x \mapsto 1 / x, x \mapsto 1-x$ or $x \mapsto x /(x-1)$ ). Hence, the product remains increasing. From this, the result follows since these transpositions generate all permutations of $(\alpha, \beta, \gamma)$.

The following proposition and its corollary are the main technical results used in the proof of Theorem 3.1.

Proposition 2.4. Let $r$ and $q$ be two real numbers such that $r \notin\{0,1\}$ and $q \neq 0$, and let $G_{r, q}$ be the function defined on $J=(0,+\infty)$ by

$$
G_{r, q}(x)=\frac{(\cosh (r x))^{q / r} \tanh (r x)}{(\cosh (x))^{q} \tanh (x)} .
$$

Then, the following conclusion holds:
(a) $G_{r, q}$ is decreasing if and only if $(r, q)$ belongs to one of the following sets:
$\square\left\{(u, v): u<0, v \leqslant \min \left(0, \frac{2}{3}(u+1)\right)\right\} \backslash\{(-1,0)\}$,
$\square\left\{(u, v): 0<u<1, v \geqslant \max \left(2 u, \frac{2}{3}(u+1)\right)\right\} \backslash\left\{\left(\frac{1}{2}, 1\right)\right\}$,

- $\left\{(u, v): 1<u, v \leqslant \min \left(2, \frac{2}{3}(u+1)\right)\right\} \backslash\{(2,2)\}$.
(b) $G_{r, q}$ is increasing if and only if $(r, q)$ belongs to one of the following sets:
$\square\left\{(u, v): u<0, v \geqslant \max \left(0, \frac{2}{3}(u+1)\right)\right\} \backslash\{(-1,0)\}$,
$\square\left\{(u, v): 0<u<1, v \leqslant \min \left(2 u, \frac{2}{3}(u+1)\right)\right\} \backslash\left\{\left(\frac{1}{2}, 1\right)\right\}$,
$\square\left\{(u, v): 1<u, v \geqslant \max \left(2, \frac{2}{3}(u+1)\right)\right\} \backslash\{(2,2)\}$.


Figure 2.1: The domains where $G_{r, q}$ is strictly monotonic on $(0,+\infty)$.

Proof. First, note that

$$
\begin{aligned}
& G_{r, q}^{\prime}(x)=\frac{(\cosh (r x))^{-2+q / r}}{(\cosh x)^{q} \sinh ^{2} x}\left(q \sinh ^{2}(r x) \sinh x \cosh x-q \cosh (r x) \sinh (r x) \sinh ^{2} x\right. \\
& \quad+r \sinh x \cosh x-\cosh (r x) \sinh (r x)) \\
& =\frac{(\cosh (r x))^{-2+q / r}}{4(\cosh x)^{q} \sinh ^{2} x}(q(\cosh (2 r x)-1) \sinh (2 x)-q \sinh (2 r x)(\cosh (2 x)-1) \\
& \quad+2 r \sinh (2 x)-2 \sinh (2 r x))
\end{aligned}
$$

$$
\begin{aligned}
=\frac{(\cosh (r x))^{-2+q / r}}{4(\cosh x)^{q} \sinh ^{2} x} & ((q-2)(\sinh (2 r x)-r \sinh (2 x)) \\
& -q(\sinh (2(r-1) x)-(r-1) \sinh (2 x))) .
\end{aligned}
$$

So, if we define $K_{\ell}$ by $K_{\ell}(x)=\sinh (2 \ell x)-\ell \sinh (2 x)$, we find that

$$
G_{r, q}^{\prime}(x)=\frac{(\cosh (r x))^{-2+q / r}}{4(\cosh x)^{q} \sinh ^{2} x} H_{r, q}(x)
$$

where $H_{r, q}(x)=(q-2) K_{r}(x)-q K_{r-1}(x)$. So, the sign of $G_{r, q}^{\prime}(x)$ is the same as that of $H_{r, q}(x)$.

We want to find the necessary and sufficient conditions, on $r$ and $q$, for $H_{r, q}$ to keep a constant sign on $J$.

First, let us eliminate some simple cases:

- For $x \in J$, we have $H_{-1, q}(x)=q K_{2}(x)=2 q \sinh (2 x)(\cosh (2 x)-1)>0$, and $G_{-1, q}$ is increasing on $J$.
- For $x \in J$, we have $H_{1 / 2, q}(x)=2(q-1) K_{1 / 2}(x)=2(1-q) \sinh (x)(\cosh (x)-1)$. So, $G_{1 / 2, q}$ is increasing on $J$ if $q<1$ and it is decreasing on $J$ if $q>1$.
- For $x \in J$, we have $H_{2, q}(x)=(q-2) K_{2}(x)=2(q-2) \sinh (2 x)(\cosh (2 x)-1)$. So, $G_{2, q}$ is increasing on $J$ if $q>2$ and it is decreasing on $J$ if $q<2$.

In what follows we will suppose that $r \notin\left\{-1,0, \frac{1}{2}, 1,2\right\}$.
Since $K_{r}^{\prime}(x)=2 r(\cosh (2 r x)-\cosh (2 x))$ has the sign of $r\left(r^{2}-1\right)$ for every $x>0$, and $K_{r}(0)=0$, we conclude that $K_{r}$ has the sign of $r\left(r^{2}-1\right)$ on $J$, In particular, it does not vanish on this interval. So, let us write

$$
H_{r, q}=K_{r} \times\left(q\left(1-\frac{K_{r-1}}{K_{r}}\right)-2\right)
$$

Clearly, the range of the function $\frac{K_{r-1}}{K_{r}}$ plays an important role in our study. Noting that $\frac{K_{r-1}^{\prime}(x)}{K_{r}^{\prime}(x)}=\frac{r-1}{r} L_{r-1, r, 1}(2 x),\left(\right.$ where $L_{\alpha, \beta, \gamma}$ is the function defined in Lemma 2.2), and remembering that

$$
\Delta(r-1, r, 1)=-\operatorname{sgn}\left((2 r-1) r(r-2)\left(r^{2}-1\right)\right)
$$

we conclude, using Corollary 2.3, that $(2 r-1)(r-2)(r+1) \frac{K_{r-1}^{\prime}}{K_{r}^{\prime}}$ is decreasing. Now, Lemma 2.1, proves that $(2 r-1)(r-2)(r+1) \frac{K_{r-1}}{K_{r}}$ is also decreasing, or, equivalently, that $(2 r-1)(r-2)(r+1)\left(1-\frac{K_{r-1}}{K_{r}}\right)$ is increasing. So, let $\widetilde{K}_{r}=1-K_{r-1} / K_{r}$, to find its range, we only need to determine the limits of this function at $0^{+}$and at $+\infty$. The results are shown in Table 2.1.

In particular, $\widetilde{K}_{r}$ does not vanish on $J$, it is positive if $r>-1$, and it is negative if $r<-1$. Now, if the functions $K_{r} \widetilde{K}_{r}$ and $2 / \widetilde{K}_{r}$ are denoted by $A_{r}$ and $B_{r}$ respectively,

| $r$ | $\lim _{0^{+}} \widetilde{K}_{r}$ | $\widetilde{K}_{r}$ | $\lim _{\infty} \widetilde{K}_{r}$ |
| :---: | :---: | :---: | :---: |
| $2<r$ | $\frac{3}{r+1}$ | $\nearrow$ | 1 |
| $1<r<2$ | $\frac{3}{r+1}$ | $\searrow$ | 1 |
| $\frac{1}{2}<r<1$ | $\frac{3}{r+1}$ | $\searrow$ | $\frac{1}{r}$ |
| $0<r<\frac{1}{2}$ | $\frac{3}{r+1}$ | $\nearrow$ | $\frac{1}{r}$ |
| $-1<r<0$ | $\frac{3}{r+1}$ | $\nearrow$ | $+\infty$ |
| $r<-1$ | $\frac{3}{r+1}$ | $\searrow$ | $-\infty$ |

Table 2.1: The monotonicity of $\widetilde{K}_{r}$, and its limits at $0^{+}$and $+\infty$ according to the values of $r$.
then, we have $H_{r, q}=A_{r} \times\left(q-B_{r}\right)$, and using the information in Table 2.1, we can determine exactly, under what conditions $H_{r, q}$ keeps a constant sign on $J$. This is summarized in Table 2.2, where we put, according to the value of $r$, the necessary and sufficient conditions that ensure the validity of the inequalities $H_{r, q}>0$ or $H_{r, q}<0$ on $J$.

| $r$ | $\operatorname{sgn}\left(A_{r}\right)$ | $\operatorname{range}\left(B_{r}\right)$ | $H_{r, q}>0$ | $H_{r, q}<0$ |
| :---: | :---: | :---: | :--- | :--- |
| $2<r$ | +1 | $\left(2, \frac{2}{3}(r+1)\right)$ | $q \geqslant \frac{2}{3}(r+1)$ | $q \leqslant 2$ |
| $1<r<2$ | +1 | $\left(\frac{2}{3}(r+1), 2\right)$ | $q \geqslant 2$ | $q \leqslant \frac{2}{3}(r+1)$ |
| $\frac{1}{2}<r<1$ | -1 | $\left(\frac{2}{3}(r+1), 2 r\right)$ | $q \leqslant \frac{2}{3}(r+1)$ | $q \geqslant 2 r$ |
| $0<r<\frac{1}{2}$ | -1 | $\left(2 r, \frac{2}{3}(r+1)\right)$ | $q \leqslant 2 r$ | $q \geqslant \frac{2}{3}(r+1)$ |
| $-1<r<0$ | +1 | $\left(0, \frac{2}{3}(r+1)\right)$ | $q \geqslant \frac{2}{3}(r+1)$ | $q<0$ |
| $r<-1$ | +1 | $\left(\frac{2}{3}(r+1), 0\right)$ | $q>0$ | $q \leqslant \frac{2}{3}(r+1)$ |

Table 2.2: The necessary and sufficient conditions on $r$ and $q$ that ensure the validity of the inequalities $H_{r, q}>0$ or $H_{r, q}<0$ on $(0, \infty)$.

From the last two columns of Table 2.2, the conclusion of Proposition 2.4 follows.
COROLLARY 2.5. Let $r$ and $q$ be two real numbers such that $r \notin\{0,1\}$ and $q \neq 0$, and let $F_{r, q}$ be the function defined on $J=(0,+\infty)$ by

$$
F_{r, q}(x)=\frac{(\cosh (r x))^{q / r}-1}{(\cosh (x))^{q}-1}
$$

Then, the following conclusion holds:
(a) $F_{r, q}$ is decreasing if $(r, q)$ belongs to one of the following sets:

- $\left\{(u, v): u<0, v \leqslant \min \left(0, \frac{2}{3}(u+1)\right)\right\} \backslash\{(-1,0)\}$,
$\square\left\{(u, v): 0<u<1, v \geqslant \max \left(2 u, \frac{2}{3}(u+1)\right)\right\} \backslash\left\{\left(\frac{1}{2}, 1\right)\right\}$,
- $\left\{(u, v): 1<u, v \leqslant \min \left(2, \frac{2}{3}(u+1)\right)\right\} \backslash\{(2,2)\}$.
(b) $F_{r, q}$ is increasing if $(r, q)$ belongs to one of the following sets:
- $\left\{(u, v): u<0, v \geqslant \max \left(0, \frac{2}{3}(u+1)\right)\right\} \backslash\{(-1,0)\}$,
$\square\left\{(u, v): 0<u<1, v \leqslant \min \left(2 u, \frac{2}{3}(u+1)\right)\right\} \backslash\left\{\left(\frac{1}{2}, 1\right)\right\}$,
- $\left\{(u, v): 1<u, v \geqslant \max \left(2, \frac{2}{3}(u+1)\right)\right\} \backslash\{(2,2)\}$.

Proof. Given nonzero $q$ and $r$, we define the function $f_{r, q}$ on $[0,+\infty)$ by

$$
f_{r, q}(x)=(\cosh (r x))^{q / r}-1
$$

So that, for $x>0$, we have $F_{r, q}(x)=f_{r, q}(x) / f_{1, q}(x)$. Noticing that $f_{r, q}(0)=0$, and that, for $x>0$, we have

$$
\frac{f_{r, q}^{\prime}(x)}{f_{1, q}^{\prime}(x)}=G_{r, q}(x)
$$

where $G_{r, q}$ is the function defined in Proposition 2.4, we conclude that the monotonicity of $F_{r, q}$ can be deduced from that of $G_{r, q}$ using Lemma 2.1. This proves Corollary 2.5

The next proposition, is the technical tool used in the proof of our Theorem 3.3.

Proposition 2.6. Let $q$ be a positive real number, and let $R_{q}(x, t)$ be the function defined on $(0,+\infty) \times(1,+\infty)$ by

$$
R_{q}(x, t)=(t-1) \operatorname{coth}((t-1) x)-(q+1) \tanh (x)+(q-t) \tanh (t x)
$$

Let $\mathscr{A}_{q}$ be the subset of $(1,+\infty)$ defined by

$$
\mathscr{A}_{q}=\left\{t>1: \forall x>0, \quad \frac{\partial R_{q}}{\partial t}(x, t)<0\right\}
$$

Then,

$$
\mathscr{A}_{q}=\left\{\begin{array}{cl}
{\left[1+\frac{3}{4}(q-2),+\infty\right)} & \text { if } \quad q>2 \\
(1,+\infty) & \text { if } 0<q \leqslant 2
\end{array}\right.
$$

Proof. It is convenient to write $\delta$ for $t-1$ so that $t=1+\delta$. With this notation, we have

$$
\begin{aligned}
\frac{\partial R_{q}}{\partial t}(x, t) & =\operatorname{coth}((t-1) x)-\frac{(t-1) x}{\sinh ^{2}((t-1) x)}-\tanh (t x)+\frac{(q-t) x}{\cosh ^{2}(t x)} \\
& =\frac{\cosh x}{\sinh (\delta x) \cosh (t x)}-\frac{\delta x}{\sinh ^{2}(\delta x)}+\frac{(q-t) x}{\cosh ^{2}(t x)} \\
& =\frac{x}{\cosh ^{2}(t x)}\left(\frac{\cosh x \cosh (t x)}{x \sinh (\delta x)}-\frac{\delta \cosh ^{2}(t x)}{\sinh ^{2}(\delta x)}+q-t\right)
\end{aligned}
$$

Hence,

$$
\frac{\partial R_{q}}{\partial t}(x, t)=\frac{x}{\cosh ^{2}(t x)}(q-S(x, t))
$$

with

$$
S(x, t)=t+\delta \frac{\cosh ^{2}(t x)}{\sinh ^{2}(\delta x)}-\frac{\cosh x \cosh (t x)}{x \sinh (\delta x)}
$$

We come to the conclusion that

$$
\left(t \in \mathscr{A}_{q}\right) \Longleftrightarrow(\forall x>0, \quad q<S(x, t))
$$

Noting that $\lim _{x \rightarrow 0} S(x, t)=\frac{2+4 t}{3}$, we conclude that

$$
\begin{equation*}
t \in \mathscr{A}_{q} \Longrightarrow q \leqslant \frac{2+4 t}{3} \tag{1}
\end{equation*}
$$

In what follows, we will prove that $S(x, t)>\frac{2+4 t}{3}$ for all $x>0$. Given $t=1+\delta>$ 1 and $x>0$, let $W$ be defined by

$$
W=6 x \sinh ^{2}((t-1) x)\left(S(x, t)-\frac{2+4 t}{3}\right) .
$$

We can express $W$ as follows

$$
\begin{aligned}
W & =6 x \sinh ^{2}(\delta x)\left(\delta \frac{\cosh ^{2}(t x)}{\sinh ^{2}(\delta x)}-\frac{\cosh x \cosh (t x)}{x \sinh (\delta x)}-\frac{t+2}{3}\right) \\
& =6 \delta x \cosh ^{2}(t x)-6 \cosh x \cosh (t x) \sinh (\delta x)-2(t+2) x \sinh ^{2}(\delta x) \\
& =x(4 t-1+3 \delta \cosh (2 t x)-(t+2) \cosh (2 \delta x))-\frac{3}{2}(\sinh (2 t x)+\sinh (2 \delta x)-\sinh (2 x))
\end{aligned}
$$

It follows that

$$
\begin{aligned}
W & =x\left(4 t-1+\sum_{n=0}^{\infty}\left(3 \delta t^{2 n}-(t+2) \delta^{2 n}\right) \frac{(2 x)^{2 n}}{(2 n)!}\right)-\frac{3}{2} \sum_{n=0}^{\infty}\left(t^{2 n+1}+\delta^{2 n+1}-1\right) \frac{(2 x)^{2 n+1}}{(2 n+1)!} \\
& =(4 \delta+3) x+\sum_{n=0}^{\infty}\left((2 n+1)\left(3 \delta t^{2 n}-(t+2) \delta^{2 n}\right)-3 t^{2 n+1}-3 \delta^{2 n+1}+3\right) \frac{2^{2 n} x^{2 n+1}}{(2 n+1)!}
\end{aligned}
$$

Noting that the coefficients of $x$ and $x^{3}$ in this expansion are zero, we conclude that

$$
W=\sum_{n=2}^{\infty} \frac{2^{2 n} P_{n}(\delta)}{(2 n+1)!} x^{2 n+1}
$$

where $P_{n}$ is the polynomial defined by

$$
P_{n}(\delta)=(2 n+1)\left(3 \delta(1+\delta)^{2 n}-(3+\delta) \delta^{2 n}\right)-3(1+\delta)^{2 n+1}-3 \delta^{2 n+1}+3
$$

Clearly, $P_{n}(0)=0$. Moreover, we have

$$
\begin{aligned}
\frac{P_{n}^{\prime}(\delta)}{2 n+1} & =3(1+\delta)^{2 n}+6 n \delta(1+\delta)^{2 n-1}-\delta^{2 n}-2 n(3+\delta) \delta^{2 n-1}-3(1+\delta)^{2 n}-3 \delta^{2 n} \\
& =2 \delta\left(3 n(1+\delta)^{2 n-1}-n(3+\delta) \delta^{2 n-2}-2 \delta^{2 n-1}\right) \\
& =2 \delta\left(3 n(1+\delta)^{2 n-1}-(n+2) \delta^{2 n-1}-3 n \delta^{2 n-2}\right) \\
& =2 \delta\left(3 n\left((1+\delta)^{2 n-1}-\delta^{2 n-1}-(2 n-1) \delta^{2 n-2}\right)+2(n-1) \delta^{2 n-1}+6 n(n-1) \delta^{2 n-2}\right)
\end{aligned}
$$

Since $(1+\delta)^{m}-\delta^{m}-m \delta^{m-1} \geqslant 0$ for $\delta \geqslant 0$ and $m \geqslant 1$, we conclude that $P_{n}^{\prime}(\delta)>0$ for $\delta>0$, and consequently $P_{n}(\delta)>P_{n}(0)=0$ for $\delta>0$ and $n \geqslant 2$. This proves that $W>0$, and consequently,

$$
\forall t>1, \forall x>0, \quad S(x, t)>\frac{2+4 t}{3}
$$

Remembering (1) we see that for $t>1$ the condition $t \in \mathscr{A}_{q}$ is equivalent to $q \leqslant \frac{2+4 t}{3}$, so we arrive to the following conclusion:

$$
\mathscr{A}_{q}=\left\{\begin{array}{cl}
{\left[1+\frac{3}{4}(q-2),+\infty\right)} & \text { if } \quad q>2 \\
(1,+\infty) & \text { if } 0<q \leqslant 2
\end{array}\right.
$$

The proof of Proposition 2.6 is complete.
The following corollary is straightforward:
COROLLARY 2.7. Let $q$ be a positive real number, and let $R_{q}$ and $\mathscr{A}_{q}$ be defined as in Proposition 2.6. Then, for every $k$ and $\ell$ in $\mathscr{A}_{q}$ such that $k<\ell$ we have

$$
\forall x>0, \quad R_{q}(x, \ell)<R_{q}(x, k)
$$

## 3. The main Theorems

In what follows the set of couples $(a, b)$ where $a$ and $b$ are positive real numbers such that $a \neq b$ will be denoted by $\mathscr{D}$.

THEOREM 3.1. Let $t$, $s$ and $p$ be nonzero real numbers with $s<t$. For any $(a, b)$ from $\mathscr{D}$, we define the ratio of differences of power means $\rho(s, t, p ; a, b)$ by

$$
\rho(s, t, p ; a, b)=\frac{M_{s}^{p}(a, b)-G^{p}(a, b)}{M_{t}^{p}(a, b)-G^{p}(a, b)},
$$

(a) If $0<s<t$, then, for $p \geqslant \max \left(2 s, \frac{2}{3}(s+t)\right.$ ), (with the exception that $p>2 s$ if $t=2 s$ ), we have

$$
\forall(a, b) \in \mathscr{D}, \quad 2^{p / t-p / s}<\rho(s, t, p ; a, b)<\frac{s}{t}
$$

and for $p \leqslant \min \left(2 s, \frac{2}{3}(s+t)\right)$, (with the exception that $p<2 s$ if $\left.t=2 s\right)$, we have

$$
\forall(a, b) \in \mathscr{D}, \quad \frac{s}{t}<\rho(s, t, p ; a, b)<\min \left(1,2^{p / t-p / s}\right) .
$$

(b) If $s<t<0$, then, for $p \geqslant \max \left(2 t, \frac{2}{3}(s+t)\right.$ ), (with the exception that $p>2 t$ if $s=2 t$ ), we have

$$
\forall(a, b) \in \mathscr{D}, \quad \max \left(1,2^{p / t-p / s}\right)<\rho(s, t, p ; a, b)<\frac{s}{t},
$$

and for $p \leqslant \min \left(2 t, \frac{2}{3}(s+t)\right)$, (with the exception that $p<2 t$ if $s=2 t$ ), we have

$$
\forall(a, b) \in \mathscr{D}, \quad \frac{s}{t}<\rho(s, t, p ; a, b)<2^{p / t-p / s} .
$$

(c) If $s<0<t$, then, for $p \geqslant \max \left(0, \frac{2}{3}(s+t)\right.$ ), (with the exception that $p>0$ if $s=-t$ ), we have

$$
\forall(a, b) \in \mathscr{D}, \quad \frac{s}{t}<\rho(s, t, p ; a, b)<0
$$

and for $p \leqslant \min \left(0, \frac{2}{3}(s+t)\right)$, (with the exception that $p<0$ if $s=-t$ ), we have

$$
\forall(a, b) \in \mathscr{D}, \quad-\infty<\rho(s, t, p ; a, b)<\frac{s}{t} .
$$

Moreover, all these inequalities are sharp.

Proof. Let $F_{r, q}$ be the function defined in Corollary 2.5. If $F_{r, q}$ is strictly monotonic on the interval $(0,+\infty)$ then its bounds on this interval can be determined from its limits at $0^{+}$and at $+\infty$. In fact, it is straightforward to see that:

$$
\lim _{x \rightarrow 0^{+}} F_{r, q}(x)=r,
$$

and

$$
\lim _{x \rightarrow \infty} F_{r, q}(x)=\left\{\begin{array}{cl}
2^{q-q / r} & \text { if } r>0 \text { and } q>0 \\
0 & \text { if } r<0 \text { and } q>0 \\
1 & \text { if } r>0 \text { and } q<0 \\
-\infty & \text { if } r<0 \text { and } q<0
\end{array}\right.
$$

Now, consider two distinct positive real numbers $a$ and $b$. Since the ratio $\rho(s, t, p ; a, b)$ is symmetric and homogeneous in $a$ and $b$, we may suppose, without loss of generality, that $a b=1$ and $a>b$. Then, with

$$
r=\frac{s}{t}, \quad q=\frac{p}{t}, \quad \text { and } \quad x=|t| \ln (a)
$$

one checks easily that $\rho(s, t, p ; a, b)=F_{r, q}(x)$.
(a) Let us suppose that $0<s<t$, then $r=\frac{s}{t} \in(0,1)$. Using Corollary 2.5 we come to the following conclusion:

- $F_{r, q}$ is decreasing on $(0,+\infty)$ if $q \geqslant \max \left(2 r, \frac{2}{3}(r+1)\right)$ with $(r, q) \neq\left(\frac{1}{2}, 1\right)$. This proves that

$$
2^{p / t-p / s}<\rho(s, t, p ; a, b)<\frac{s}{t}
$$

if $p \geqslant \max \left(2 s, \frac{2}{3}(s+t)\right)$ with the exception that $p>2 s$ if $t=2 s$.

- Also $F_{r, q}$ is increasing on $(0,+\infty)$ if $q \leqslant \min \left(2 r, \frac{2}{3}(r+1)\right)$ with $(r, q) \neq\left(\frac{1}{2}, 1\right)$. This proves, distinguishing the cases $p<0$ and $p>0$, that

$$
\frac{s}{t}<\rho(s, t, p ; a, b)<\min \left(1,2^{p / t-p / s}\right)
$$

if $p \leqslant \min \left(2 s, \frac{2}{3}(s+t)\right)$ with the exception that $p<2 s$ if $t=2 s$, This ends the proof of (a).
(b) Let us suppose that $s<t<0$, then $r=\frac{s}{t} \in(1,+\infty)$. Using Corollary 2.5 we come to the following conclusion:

- $F_{r, q}$ is decreasing on $(0,+\infty)$ if $q \leqslant \min \left(2, \frac{2}{3}(r+1)\right)$ with $(r, q) \neq(2,2)$. This proves, distinguishing the cases $p<0$ and $p>0$, that

$$
\max \left(1,2^{p / t-p / s}\right)<\rho(s, t, p ; a, b)<\frac{s}{t}
$$

if $p \geqslant \max \left(2 t, \frac{2}{3}(s+t)\right)$ with the exception that $p>2 t$ if $s=2 t$.

- Also $F_{r, q}$ is increasing on $(0,+\infty)$ if $q \geqslant \max \left(2, \frac{2}{3}(r+1)\right)$ with $(r, q) \neq(2,2)$. This proves that

$$
\frac{s}{t}<\rho(s, t, p ; a, b)<2^{p / t-p / s}
$$

if $p \leqslant \min \left(2 t, \frac{2}{3}(s+t)\right)$ with the exception that $p<2 t$ if $s=2 t$, This ends the proof of (b).
(c) Let us suppose that $s<0<t$, then $r=\frac{s}{t} \in(-\infty, 0)$. Using Corollary 2.5 we come to the following conclusion:

- $F_{r, q}$ is decreasing on $(0,+\infty)$ if $q \leqslant \min \left(0, \frac{2}{3}(r+1)\right)$ with $(r, q) \neq(-1,0)$. This proves that

$$
-\infty<\rho(s, t, p ; a, b)<\frac{s}{t}
$$

if $p \leqslant \min \left(0, \frac{2}{3}(s+t)\right)$ with the exception that $p<0$ if $s=-t$.

- Also $F_{r, q}$ is increasing on $(0,+\infty)$ if $q \geqslant \max \left(0, \frac{2}{3}(r+1)\right)$ with $(r, q) \neq(-1,0)$. This proves that

$$
\frac{s}{t}<\rho(s, t, p ; a, b)<0
$$

if $p \geqslant \max \left(0, \frac{2}{3}(s+t)\right)$ with the exception that $p>0$ if $s=-t$, This ends the proof of (c).

The proof of Theorem 3.1 is complete.

The following Corollary corresponds to the case $p=1$.
Corollary 3.2. Let $t$ and $s$ be nonzero real numbers with $s<t$.
(a) If $s<t<0$, then the following holds

$$
\forall(a, b) \in \mathscr{D}, \quad 1<\frac{M_{s}(a, b)-G(a, b)}{M_{t}(a, b)-G(a, b)}<\frac{s}{t}
$$

(b) If $s<0<t \leqslant \frac{3}{2}-s$, then the following holds

$$
\forall(a, b) \in \mathscr{D}, \quad \frac{s}{t}<\frac{M_{s}(a, b)-G(a, b)}{M_{t}(a, b)-G(a, b)}<0
$$

(c) If one of the following conditions is satisfied
(i) $0<s<\frac{1}{2}$, and $s<t \leqslant \frac{3}{2}-s$,
(ii) $s=\frac{1}{2}$, and $\frac{1}{2}<t<1$
then the following holds

$$
\forall(a, b) \in \mathscr{D}, \quad 2^{\frac{1}{t}-\frac{1}{s}}<\frac{M_{s}(a, b)-G(a, b)}{M_{t}(a, b)-G(a, b)}<\frac{s}{t}
$$

(d) If one of the following conditions is satisfied
(i) $s=\frac{1}{2}$, and $1<t$,
(ii) $\frac{1}{2}<s<\frac{3}{4}$, and $\frac{3}{2}-s \leqslant t$,
(iii) $\frac{3}{4} \leqslant s<t$,
then the following holds

$$
\forall(a, b) \in \mathscr{D}, \quad \frac{s}{t}<\frac{M_{s}(a, b)-G(a, b)}{M_{t}(a, b)-G(a, b)}<2^{\frac{1}{t}-\frac{1}{s}}
$$

Moreover, all these inequalities are sharp.
REMARK. In particular, choosing $s=1$ or $t=1$ in the above corollary we obtain that

$$
\forall(a, b) \in \mathscr{D}, \quad 2^{1-1 / s}<\frac{M_{s}(a, b)-G(a, b)}{A(a, b)-G(a, b)}<s
$$

if $0<s<\frac{1}{2}$ or $1<s$. Further, this inequality is reversed if $\frac{1}{2}<s<1$, and we have

$$
\forall(a, b) \in \mathscr{D}, \quad s<\frac{M_{s}(a, b)-G(a, b)}{A(a, b)-G(a, b)}<0
$$

for $s<0$. This is the conclusion of Theorem 1. from [7].
In The next theorem, we restrict our attention to positive parameters.

THEOREM 3.3. Let $r, t, s$ and $p$ be four real numbers satisfying the following two conditions:
(i) $0<s<t<r$,
(ii) $0<p \leqslant \frac{4 t+2 s}{3}$.

Then, for any positive numbers $a$ and $b$ such that $a \neq b$ we have

$$
\frac{2^{-p / r}-2^{-p / s}}{2^{-p / t}-2^{-p / s}}<\frac{M_{r}^{p}(a, b)-M_{s}^{p}(a, b)}{M_{t}^{p}(a, b)-M_{s}^{p}(a, b)}<\frac{r-s}{t-s}
$$

Proof. Let us consider, for $q>0$ the function $F_{q}$ defined on $[0,+\infty) \times(1,+\infty)$ by

$$
F_{q}(x, v)=\left(\frac{(\cosh (v x))^{1 / v}}{\cosh x}\right)^{q}
$$

Note that, for a given $v>1$, we have

$$
\begin{equation*}
\frac{\partial F_{q}}{\partial x}(x, v)=\left(F_{q}\right)_{x}^{\prime}(x, v)=\frac{q \sinh ((v-1) x)}{\cosh x \cosh (v x)} F_{q}(x, v) . \tag{2}
\end{equation*}
$$

This proves that $x \mapsto F_{q}(x, v)$ is increasing on $[0,+\infty)$, it defines a bijection from $[0,+\infty)$ onto $\left[1,2^{q-q / v}\right)$.

From (2) we conclude that, for $x>0$ we have

$$
\frac{\left(F_{q}\right)_{x x}^{\prime \prime}(x, v)}{\left(F_{q}\right)_{x}^{\prime}(x, v)}=(v-1) \operatorname{coth}((v-1) x)-(q+1) \tanh (x)+(q-v) \tanh (v x)
$$

That is

$$
\frac{\left(F_{q}\right)_{x x}^{\prime \prime}(x, v)}{\left(F_{q}\right)_{x}^{\prime}(x, v)}=R_{q}(x, v)
$$

where $R_{q}$ is the function defined in Proposition 2.6.
Now, consider two elements $k$ and $\ell$ from $\mathscr{A}_{q}$ such that $k<\ell$. Using Corollary 2.7 , we conclude that

$$
\forall x>0, \quad \frac{\left(F_{q}\right)_{x x}^{\prime \prime}(x, \ell)}{\left(F_{q}\right)_{x}^{\prime}(x, \ell)}<\frac{\left(F_{q}\right)_{x x}^{\prime \prime}(x, k)}{\left(F_{q}\right)_{x}^{\prime}(x, k)},
$$

or,

$$
\forall x>0, \quad \frac{\partial}{\partial x}\left(\frac{\left(F_{q}\right)_{x}^{\prime}(x, \ell)}{\left(F_{q}\right)_{x}^{\prime}(x, k)}\right)<0
$$

It follows that $x \mapsto\left(F_{q}\right)_{x}^{\prime}(x, \ell) /\left(F_{q}\right)_{x}^{\prime}(x, k)$ is decreasing on $(0,+\infty)$, and by Lemma 2.1, we arrive to the conclusion that $x \mapsto \frac{F_{q}(x, \ell)-F_{q}(0, \ell)}{F_{q}(x, k)-F_{q}(0, k)}$ is decreasing on $(0,+\infty)$.

Noting that

$$
\lim _{x \rightarrow 0^{+}} \frac{F_{q}(x, \ell)-1}{F_{q}(x, k)-1}=\frac{\ell-1}{k-1} \quad \text { and } \quad \lim _{x \rightarrow+\infty} \frac{F_{q}(x, \ell)-1}{F_{q}(x, k)-1}=\frac{2^{q-q / \ell}-1}{2^{q-q / k}-1}
$$

we conclude that, for every $x>0$ we have

$$
\begin{equation*}
\frac{2^{q-q / \ell}-1}{2^{q-q / k}-1}<\frac{F_{q}(x, \ell)-1}{F_{q}(x, k)-1}<\frac{\ell-1}{k-1} . \tag{3}
\end{equation*}
$$

which is valid for every $k$ and $\ell$ from $\mathscr{A}_{q}$ such that $k<\ell$.
Consider now, two distinct positive real numbers $a$ and $b$. Since the ratio

$$
\frac{M_{r}^{p}(a, b)-M_{s}^{p}(a, b)}{M_{t}^{p}(a, b)-M_{s}^{p}(a, b)}
$$

is symmetric in $a$ and $b$ and homogeneous, without loss of generality, we may suppose that $a b=1$ and $a>b$. Then, we define

$$
\ell=\frac{r}{s}, \quad k=\frac{t}{s}, \quad q=\frac{p}{s}, \quad \text { and } \quad x=\ln \left(a^{s}\right)
$$

and we apply (3) to this data to obtain the desired conclusion.
REMARKS.

- Theorem 2 in [7] gives the same inequality, with our condition (ii) replaced by a stronger condition, namely $p \in(0, t]$. Therefore, our Theorem 3.3 is a refinement upon that theorem.
- Setting $t=1$ and letting $s$ tend to $0^{+}$in Theorem 3.3, we obtain

$$
\forall(a, b) \in \mathscr{D}, \quad 2^{p-p / r} \leqslant \frac{M_{r}^{p}(a, b)-G^{p}(a, b)}{A^{p}(a, b)-G^{p}(a, b)} \leqslant r .
$$

for $0<p \leqslant 4 / 3, r>1$. In fact, this follows also -with strict inequalities- from Theorem 3.1(a).

- Again, Setting $p=1$ and letting $s$ tend to $0^{+}$in Theorem 3.3, we obtain

$$
\forall(a, b) \in \mathscr{D}, \quad 2^{1 / t-1 / r} \leqslant \frac{M_{r}(a, b)-G(a, b)}{M_{t}(a, b)-G(a, b)} \leqslant \frac{r}{t} .
$$

for $r>t \geqslant 3 / 4$. This follows also -with strict inequalities- from Corollary 3.2(d).
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