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Abstract. In this work, we establish Lyapunov-type inequalities for fractional boundary value
problems containing Hilfer derivative of order α , 1 < α � 2 and type 0 � β � 1 . We con-
sider the boundary value problems with the Dirichlet, and a mixed set of Dirichlet and Neumann
boundary conditions. We consider both integer and fractional order eigenvalue problems, deter-
mine a lower bound for the smallest eigenvalue using Lyapunov-type inequalities, and improve
these bounds using semi maximum norm and Cauchy-Schwarz inequalities. We use the im-
proved lower bounds to obtain intervals where a certain Mittag-Leffler functions have no real ze-
ros. Further, we discuss the particular cases for the type β = 0 and β = 1 , which give the results
respectively for Riemann-Liouville and Caputo fractional boundary value as well as eigenvalue
problems. For both the fractional and the integer order eigenvalue problems, we give a com-
parison between the smallest eigenvalue and its lower bounds obtained from the Lyapunov-type,
semi maximum norm and Cauchy-Schwarz inequalities. Results show that the Lyapunov-type
inequality gives the worse and semi maximum norm and Cauchy-Schwarz inequalities give bet-
ter lower bound estimates for the smallest eigenvalues.

1. Introduction

The Lyapunov inequality [12] has proved to be very useful in the study of spectral
properties of ordinary differential equations (see [1], [13]). This inequality can be stated
as follows:

THEOREM 1. (See [12]) A necessary condition for the Boundary Value Problem
(BVP)

y′′(t)+q(t)y(t) = 0, a < t < b,

y(a) = 0, y(b) = 0, (1)

to have nontrivial solutions is that∫ b

a
|q(s)|ds >

4
b−a

, (2)
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where q is a real and continuous function. The constant 4 in equation (2) sharp so that
it cannot be replaced by a larger number.

Recently, research on Lyapunov Type Inequalities (LTIs) for Fractional Boundary
Value Problems (FBVPs) has begun. Ferreira [3], [4], Jleli and Samet [10], Rong and
Bai [16] have established LTIs for FBVPs of order α , α ∈ (1,2] and different boundary
conditions. In [14], we obtained the LTI for FBVP of order 2 < α � 3. We also
improved the lower bound of the smallest eigenvalue of the eigenvalue problem using
the semimaximum norm and Cauchy-Schwarz inequalities. In these work the authors
considered the FBVPs with either Riemann-Liouville or Caputo derivatives. Motivated
by the above work, in this paper we consider a FBVP involving Hilfer derivative of
order α,α ∈ (1,2] and type β ∈ [0,1] , and obtain a Lyapunov-type inequality for it.
Specifically, we consider the following FBVP:

(
Dα ,β

a+ y
)
(t)+q(t)y(t) = 0, a < t < b (3)

with the boundary conditions

y(a) = 0, y(b) = 0 (4)

or

y(a) = 0, Dy(b) = 0; D ≡ d
dt

(5)

where q : [a,b] → R is a continuous function, Dα ,β
a+ is the Hilfer derivative operator

defined later. Iα
a+ is the standard Riemann-Liouville integral operator. We also find

lower bound estimates for the smallest eigenvalue of Fractional Eigenvalue Problem
(FEP) obtained from (3) with boundary conditions (4)–(5) respectively. The advantage
of considering the FBVP and FEP with the Hilfer derivative is that the obtained results
allow us to give results for Riemann-Liouville as well as Caputo derivative FBVPs and
FEPs as its particular cases.

The outline of the paper is as follows. First, for the FBVP (3)–(4). we derive
the Green’s function and use it a) to reduce problem (3)–(4) to an equivalent Fredholm
integral equation of the second kind and b) to establish a Lyapunov-type inequality.
Second, we consider a FEP and determine a lower bound for the first eigenvalue from
Lyapunov-type inequality. Third, we improve the lower bound for the first eigenvalue
using a Semi Maximum Norm (SMN) and a Cauchy-Schwarz Inequality (CSI). We
compare the smallest eigenvalues and their lower bounds obtained from the semi max-
imum norm, Lyapunov-type and Cauchy-Schwarz inequalities for fractional as well as
integer order systems. Finally, to demonstrate an application of the inequalities devel-
oped in the paper, we apply the improved bounds for the smallest eigenvalues to obtain
intervals where a certain Mittag-Leffler function has no real zero. The same procedure
we follow for the FBVPs (3) and (5).
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2. Definitions and preliminaries

Applications of fractional calculus require fractional derivatives of different kinds
[11], [17]. Integration of fractional order is traditionally defined by the Riemann-Liou-
ville fractional integral operator Iα

a+ , which is given by

Iα
a+y(t) =

1
Γ(α)

∫ t

a
(t − s)α−1y(s)ds, α > 0, (6)

where t > a , n = [α]+1, and Γ(α) denotes the Euler’s gamma function. The operator
in (7) is defined on the space L(a,b) of Lebesgue measurable functions y(t) on a finite
interval [a,b](b > a) of the real line R :

L(a,b) = {y : ||y||1 =
∫ b

a
|y(t)|dt < ∞}.

Let AC[a,b] be the space of real-valued functions y(t) which are absolutely continuous
on [a,b] . We denote by ACn[a,b] the space of real-valued functions y(t) which have
continuous derivatives up to order n−1 on [a,b] such that y(n−1)(t) ∈ ACn[a,b] :

ACn[a,b] =
{

y : [a,b] → R : (Dn−1y)(t) ∈ AC[a,b];D ≡ d
dt

}
.

The Hilfer Fractional Derivative (HFD) or generalized Riemann-Liouville frac-
tional derivative (GRLFD) of order n− 1 < α � n,n ∈ N and type 0 � β � 1 with
respect to t , is defined by Hilfer et al. [9], as follows:

(
Dα ,β

a+ y
)
(t) =

(
Iβ (n−α)
a+

dn

dtn

(
I(1−β )(n−α)
a+ y

))
(t), (7)

whenever the right-hand side exists. In the above definition, type β allows Dα ,β
a+ to

interpolate continuously between the classical Riemann-Liouville fractional derivative
and the Caputo fractional derivative [11], [17]. As in the case β = 0, (7) reduces to
the classical Riemann-Liouville fractional derivative and for β = 1, (7) reduces to the
Caputo fractional derivative.

The difference between fractional derivatives of different types becomes apparent
from Laplace transformation. The Laplace transform formula of HFD (7) is defined as
follows [18], [19]:

For n−1 < α � n , 0 � β � 1, n ∈ N the Laplace transform formula

L
{(

Dα ,β
0+

)
y(t);s

}
= sαY (s)−

n−1

∑
k=0

sn−k−1−β (n−α) dk

dtk

(
I(1−β )(n−α)
0+ y

)
(0+), (8)

is valid. Where

L {y(t);s} =
∫ ∞

0
e−st y(t)dt = Y (s). (9)
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The Mittag-Leffler (M-L) functions Eα(z) and Eα ,β (z) are defined by the following
series:

Eα(z) =
∞

∑
k=0

zk

Γ(αk+1)
, α,z ∈ C, R(α) > 0. (10)

and

Eα ,β (z) =
∞

∑
k=0

zk

Γ(αk+ β )
, α,β ,z ∈ C, R(α),R(β ) > 0. (11)

Note that Eα ,1(z) = Eα(z) and E1,1(z) = E1(z) = exp(z) . The Laplace transform of the
function φ(t) = tβ−1Eα ,β (±λ tα) is given as

(L φ)(s) =
sα−β

sα ∓λ
, R(s) > 0, λ ∈ C, |λ s−α | < 1,

and its inverse relationship is given as

L −1

[
sα−β

sα ∓λ

]
= tβ−1Eα ,β (±λ tα), R(s) > 0, λ ∈ C, |λ s−α | < 1, (12)

where L −1 is the inverse Laplace transformoperator. Further, function tβ−1Eα ,β (±λ tα)
satisfies the following property [8], [11]:

dn

dtn
[tβ−1Eα ,β (±λ tα)] = tβ−n−1Eα ,β−n(±λ tα), λ ∈ C, R(β −n) > 0, n ∈ N.

(13)
In [19], the compositional property of Riemann-Liouville fractional integral oper-

ator with the HFD operator is obtained.

LEMMA 1. [19] Let y∈L[a,b] , n−1 < α � n, n∈N , 0 � β � 1 , I(n−α)(1−β )
a+ y∈

ACk[a,b]. Then the Riemann-Liouville fractional integral Iα
a+ and the HFD operator

Dα ,β
a+ are connected by the relation

(
Iα
a+Dα ,β

a+ y
)
(t) = y(t)−

n−1

∑
k=0

(t −a)k−(n−α)(1−β )

Γ(k− (n−α)(1−β )+1)
lim

t→a+

dk

dtk

(
I(n−α)(1−β )
a+ y

)
(t).

(14)

In this paper we use the following result.

PROPOSITION 1. Let α ∈ (1,2] , β ∈ [0,1] . We consider the FBVP
Problem P1: (

Dα ,β
a+ y

)
(t)+q(t)y(t) = 0, a < t < b, (15)

where q is a real valued continuous function in interval [a,b] and boundary conditions
are:

a1y(a)+a2Dy(a) = 0 ,

b1y(b)+b2Dy(b) = 0 , (16)
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with a2
1+a2

2 �= 0, b2
1+b2

2 �= 0. Then the FBVP (15)–(16) can be written in its equivalent
integral form as

y(t) =
∫ b

a
G(t,s)q(s)y(s)ds, (17)

where G(t,s) is a Green’s function. Green’s function depends on the BVPs which will
be addressed latter in this paper.

From (17) it follows that if y is a nontrivial continuous solution of the FBVP
(15)–(16) then

|y(t)| �
∫ b

a
|G(t,s)q(s)||y(s)|ds. (18)

Let B = C[a,b] be a Banach space endowed a norm

||y||∞ = max
a�t�b

|y(t)|,y ∈ B.

Hence, from (18) we get

||y||∞ � max
a�t�b

∫ b

a
|G(t,s)q(s)|ds||y||∞,

or equivalently,

1 � max
a�t�b

∫ b

a
|G(t,s)q(s)|ds. (19)

Using the properties of Green’s function G(t,s) particularly, maxa�t�b |G(t,s)|= Gmax

in (19) gives the inequality ∫ b

a
|q(s)|ds � 1

Gmax
(20)

called the Lyapunov-type inequality for FBVP (15)–(16). Additionally from (17) and
the Cauchy-Schwarz inequality we obtain that

y2(t) �
[∫ b

a
|G(t,s)q(s)|2ds

][∫ b

a
y2(s)ds

]
. (21)

Integrating this inequality over [a,b] and then dividing the result by ||y||2 , we get

1 �
[∫ b

a

∫ b

a
|G(t,s)q(s)|2dsdt

]
, (22)

we call (22) the CSI for FBVP (15)–(16). Now, consider the following linear Fractional
Differential Equation (FDE) and the boundary conditions

Problem P2: (
Dα ,β

a+ y
)
(t)+ λy(t) = 0, a < t < b, (23)

a1y(a)+a2Dy(a) = 0,

b1y(b)+b2Dy(b) = 0, (24)
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with a2
1 +a2

2 �= 0, b2
1 +b2

2 �= 0 where the function y(t) and the number λ are unknown.
A function y(t) that satisfies equations (23) and (24) is known as an eigenfunction, the
corresponding λ the eigenvalue associated with y(t) , and the problem a FEP. By setting
α = 2 and β = 0 or β = 1 in equation (23), we obtain an Integer Order Eigenvalue
Problem (IOEP).

Next, we give three methods to estimate the lower bound for the smallest eigen-
value of problem P2. Note that FBVP (15)–(16) and problem P2 are the same except
that q(t) in equation (15) has been replaced with λ to obtain equation (23). Thus, the
LTI equation (20) and the CSI equation (22) for FBVP (15)–(16) can be used to find a
lower bound for the smallest eigenvalue of problem P2. These are called two methods
LTI and CSI methods. In the discussion to follow, we will use the following definition
for a Lyapunov inequality lower bound.

DEFINITION 1. A Lyapunov Inequality Lower Bound (LILB) is defined as a lower
estimate for the smallest eigenvalue obtained from Lyapunov and Lyapunov-type in-
equalities given in equations (2) and (20).

If we replace q(t) = λ in (22), then we obtain a lower bound for the smallest
eigenvalue of problem P2

λ �
[∫ b

a

∫ b

a
G2(t,s)dsdt

]− 1
2

. (25)

In the discussion to follow, we define a Cauchy-Schwarz Inequality Lower Bound as
follows:

DEFINITION 2. A Cauchy-Schwarz Inequality Lower Bound (CSILB) is defined
as an estimate of the lower bound for the smallest eigenvalue obtained from the Cauchy-
Schwarz inequality of type given in equation (22).

To describe the Semi Maximum Norm method, note that a linear FBVP P1 reduces
to

1 � max
a�t�b

∫ b

a
|G(t,s)q(s)|ds

(see (19)), and for a FEP P2, q(s) in the above equation is replaced with λ to obtain

λ � 1

maxa�t�b
∫ b
a |G(t,s)|ds

. (26)

The above inequality gives a lower bound estimate for the smallest eigenvalue. In
this case, we do not take the maximum norm of |G(t,s)| but only the maximum norm
of the integral

∫ b
a |G(t,s)|ds over [a,b] , and for this reason, we call this method of

obtaining a lower bound for λ the Semi Maximum Norm method. Also note that

max
a�t�b

∫ b

a
|G(t,s)|ds � (b−a) max

[a,b]×[a,b]
|G(t,s)|
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and therefore the Semi Maximum Norm method provides a better estimate for the
smallest eigenvalue than that provided by the Lyapunov-type inequalities. In the se-
quel we define a Semi Maximum Norm Lower Bound as follows:

DEFINITION 3. A Semi Maximum Norm Lower Bound (SMNLB) is defined as
the lower estimate for the smallest eigenvalue obtained from the Semi Maximum Norm
inequality of type given in (26).

3. Lyapunov-type inequalities for the FBVPs and eigenvalue estimates for FEPs

In this section we establish Lyapunov-type inequalities for the FBVPs with the
Dirichlet and a mixed set of Dirichlet and Neumann boundary conditions. We also
obtain the eigenvalue estimates for the smallest eigenvalue of FEPs. We apply these
estimates to obtain the interval in which Mittag-Leffler functions have no real zeros.

3.1. Lyapunov-type inequality for FVBP (3)–(4)

Replacing a1 = b1 = 1, a2 = b2 = 0 in equation (16) we obtain the FBVP
Problem P3: (

Dα ,β
a+ y

)
(t)+q(t)y(t) = 0, a < t < b

y(a) = y(b) = 0.

LEMMA 2. Problem P3 can be written as (17) where

G(t,s) =
1

Γ(α)

⎧⎪⎨
⎪⎩
(

t−a
b−a

)1−(2−α)(1−β )
(b− s)α−1− (t− s)α−1, a � s � t � b,(

t−a
b−a

)1−(2−α)(1−β )
(b− s)α−1, a � t � s � b,

(27)

is the Green’s function for the problem.

Proof. Taking Iα
a+ on the first equation of P3 and using Lemma 1 with n = 2, we

obtain

y(t)= c1
(t−a)−(2−α)(1−β )

Γ(1− (2−α)(1−β ))
+c2

(t−a)1−(2−α)(1−β )

Γ(2− (2−α)(1−β ))
−
∫ t

a

(t− s)α−1

Γ(α)
q(s)y(s)ds,

(28)
where c1 and c2 are the real constants given by

c1 =
(
I(2−α)(1−β )
a+ y

)
(a+),c2 =

d
dt

(
I(2−α)(1−β )
a+ y

)
(a+).

Since y(a) = 0, we get c1 = 0. Now y(b) = 0 gives

c2 =
Γ(2− (2−α)(1−β ))

Γ(α)(b−a)1−(2−α)(1−β )

∫ b

a
(b− s)α−1q(s)y(s)ds.
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Hence, equality (28) becomes

y(t) =
1

Γ(α)

( t−a
b−a

)1−(2−α)(1−β )∫ b

a
(b− s)α−1q(s)y(s)ds−

∫ t

a

(t− s)α−1

Γ(α)
q(s)y(s)ds,

which can be written as equation (17) with G(t,s) given by (27). This concludes the
proof. �

In [5], the author determines the maximum of the Green’s function. We use the
similar approach to prove Lemma 3. The Green’s function G defined by (27) satisfies
the following property:

LEMMA 3. For all (t,s) ∈ [a,b]× [a,b] ,

|G(t,s)| = (b−a)α−1[α −1+ β (2−α)]α−1+β (2−α)[α −1]α−1

Γ(α)[α − (2−α)(1−β )]α−(2−α)(1−β ) . (29)

Proof. Let us define two functions

G1(t,s) := (b− s)α−1
( t−a

b−a

)1−(2−α)(1−β )− (t− s)α−1, a � s � t � b,

and

G2(t,s) := (b− s)α−1
( t−a

b−a

)1−(2−α)(1−β )
, a � t � s � b.

Here, G2 is an increasing function of t and 0 � G2(t,s) � G2(s,s) , where

G2(s,s) = (b− s)α−1
( s−a

b−a

)1−(2−α)(1−β )
:= f (s); s ∈ [a,b].

To find maxs∈[a,b] f (s)

f ′(s) =
(s−a)α−2+β (2−α)(b− s)α−2 [(α −1+ β (2−α))(b− s)− (α−1)(s−a)]

(b−a)α−1+β (2−α)

f ′(s) = 0 ⇒ [α −1+ β (2−α)]b− s[2α−2+ β (2−α)]+a(α−1) = 0

⇒ s =
a(α −1)+b[α−1+ β (2−α)]

2α −2+ β (2−α)
,

and f ′(s)> 0 for s < a(α−1)+b[α−1+β (2−α)]
2α−2+β (2−α) , and f ′(s)< 0 for s > a(α−1)+b[α−1+β (2−α)]

2α−2+β (2−α) .

max
(t,s)∈[a,b]×[a,b]

|G2(t,s)| = f

[
a(α −1)+b[α −1+ β (2−α)]

2α −2+ β (2−α)

]
,

where

f

[
a(α −1)+b[α−1+ β (2−α)]

2α −2+ β (2−α)

]

=
(b−a)α−1[α −1+ β (2−α)]α−1+β (2−α)[α −1]α−1

[2α −2+ β (2−α)]2α−2+β (2−α) .
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We use the Fritz John theorem and take advantage of some kind of symmetry of the
partial derivatives of our problem in order to find the candidates to maxima of the
function G1(t,s) with a < s < t < b . We have

∂G1

∂ t
=

[α −1+ β (2−α)](t−a)α−2+β (2−α)(b− s)α−1

(b−a)α−1+β (2−α) − (α −1)(t− s)α−2,

∂G1

∂ s
=

−(α −1)(b− s)α−2(t −a)α−1+β (2−α)

(b−a)α−1+β (2−α) + (α −1)(t− s)α−2.

Now, ∂G1
∂ t = 0 and ∂G1

∂ s = 0 gives,

−(α −1)(b− s)α−2(t −a)α−1+β (2−α)

(b−a)α−1+β (2−α)

+
[α −1+ β (2−α)](t−a)α−2+β (2−α)(b− s)α−1

(b−a)α−1+β (2−α) = 0

(b− s)α−2(t−a)α−2+β (2−α)

(b−a)α−1+β (2−α) [(b− s)(α −1+ β (2−α))− (α−1)(t−a)] = 0

⇒ t = t∗ = a+
[α −1+ β (2−α)](b− s)

α −1
,

provided s < t < b .

s < t ⇔ s < a+
[α −1+ β (2−α)](b− s)

α −1
⇔ s(α −1) < a(α −1)+b[α −1+ β (2−α)]− s[α−1+ β (2−α)]

⇔ s <
a(α −1)+b[α −1+ β (2−α)]

2α −2+ β (2−α)
.

On the other hand,

t < b ⇔ a+
[α −1+ β (2−α)](b− s)

α −1
< b, (30)

which gives

a(α −1)+b[α −1+ β (2−α)]− s[α−1+ β (2−α)] < b(α −1)
⇔ −s[α −1+ β (2−α)] < −[bβ (2−α)+a(α−1)]

⇔ s >
bβ (2−α)+a(α−1)

α −1+ β (2−α)

i.e.
bβ (2−α)+a(α−1)

α −1+ β (2−α)
< s <

a(α −1)+b[α −1+ β (2−α)]
2α −2+ β (2−α)

.
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Using t = t∗ in G1(t,s) , which after a simplification gives F(s) . Consider G1(t∗,s) :=
F(s) then

F(s) =
(b− s)2α−2+β (2−α)[α −1+ β (2−α)]α−1+β (2−α)

(α −1)α−1+β (2−α)(b−a)α−1+β (2−α)

−
[
a+

[α −1+ β (2−α)](b− s)
α −1

− s

]α−1

.

Now

F ′(s) = [2α −2+ β (2−α)](b− s)α−2×[
1− (b− s)α−1+β (2−α)[α −1+ β (2−α)]α−1+β (2−α)

(α −1)α−1+β (2−α)(b−a)α−1+β (2−α)

]
,

from equation (30), and using α −2 < 0 and 2α −2+ β (2−α)> 0 we get

F ′(s) > 0.

This gives

max
s∈
[

bβ(2−α)+a(α−1)
α−1+β(2−α) ,

a(α−1)+b[α−1+β(2−α)]
2α−2+β(2−α)

] |F(s)| = F

[
a(α −1)+b[α−1+ β (2−α)]

2α −2+ β (2−α)

]
,

where

F

[
a(α−1)+b[α−1+β (2−α)]

2α−2+β (2−α)

]
=

(b−a)α−1[α−1+β (2−α)]α−1+β (2−α)[α−1]α−1

[2α−2+β (2−α)]2α−2+β (2−α) .

Here

F

[
bβ (2−α)+a(α −1)

α −1+ β (2−α)

]
= 0.

This proves Lemma. �

THEOREM 2. If a nontrivial continuous solution of the problem P3 exists, then
for P3 the LTI is

∫ b

a
|q(s)|ds � Γ(α)[α − (2−α)(1−β )]α−(2−α)(1−β )

(b−a)α−1[α −1+ β (2−α)]α−1+β (2−α)[α −1]α−1
, (31)

and in particular, for α = 2 and β = 0 or β = 1 in P3 gives the standard Lyapunov
inequality for BVP (1) as (2).

Proof. Using (29) in LTI equation (20) proves the inequality (31). Replacing α =
2 and β = 0 or β = 1 in (31) we obtain (2). �

Setting a1 = b1 = 1, a2 = b2 = 0 in equation (23) we obtain the FEP
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Problem P4: (
Dα ,β

a+ y
)
(t)+ λy(t) = 0, a < t < b

y(a) = y(b) = 0, (32)

In this work we consider the positive real eigenvalues.

COROLLARY 1. Let λ be the smallest eigenvalue of FEP P4 for α ∈ (1,2] and
β ∈ [0,1] , the smallest eigenvalue estimates of FEP P4 are given by

1. the LILB

λ � Γ(α)[α − (2−α)(1−β )]α−(2−α)(1−β )

(b−a)α−1[α −1+ β (2−α)]α−1+β (2−α)[α −1]α−1
, (33)

and in particular, for IOEP P4, i.e. α = 2 and β = 0 or β = 1 this bound is

λ � 4
b−a

(34)

2. the SMNLB

λ � Γ(α +1)α
α

1−β(2−α)

(b−a)α [α −1+ β (2−α)]
α−1+β(2−α)

1−β(2−α) [1−β (2−α)]
(35)

and in particular, for IOEP P4, this bound is

λ � 8
(b−a)2 (36)

3. and CSILB

λ � Γ(α)
(b−a)α

[
4α −1+2β (2−α)

2α(2α −1)[4α −1+2β (2−α)]
− 2

α
C1(α)

]−1/2

, (37)

where C1(α) =
∫ 1
0 tα−(2−α)(1−β )+1

2F1(1−α,1;α + 1;t)dt and 2F1(a,b;c; t) is
a hypergeometric function and in particular, for IOEP P4, CSILB is

λ � 3
√

10
(b−a)2 . (38)

Proof. Setting q(t) = λ in equations (31) and (2), the inequalities in the first part
follow. Using the Green’s function from equation (27) we get

∫ b

a
G(t,s)ds =

(b−a)1−β (2−α)

Γ(α +1)

[
(t−a)α−1+β (2−α)− (b−a)β (2−α)−1(t−a)α

]
.
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After some calculations we obtain

max
a�t�b

∫ b

a
|G(t,s)|ds =

(b−a)α [α −1+ β (2−α)]
α−1+β(2−α)

1−β(2−α) [1−β (2−α)]

Γ(α +1)α
α

1−β(2−α)
.

In view of (25), we get the inequality in equation (35). Similarly, substituting the
Green’s function from equation (27), in (25) and simplifying the result, we obtain the
inequality in (37). Setting α = 2 in equations (33),(35) and (37) we get the inequalities
(34),(36) and (38). �

We first consider the integer order case, i.e. α = 2, a = 0 and b = 1. For this
case, the LILB, SMNLB and CSILB for the smallest λ of FEP P4 are given as 4, 8
and 3

√
10 � 9.48683, respectively (see equations (34), (36) and (38)) . For α = 2, the

FEP P4 with a = 0 and b = 1 can be solved in closed form using the tools from integer
order calculus. Results show, that the smallest eigenvalue of FEP P4 for α = 2 is the
root of sin(

√
λ ) = 0, which gives the smallest eigenvalue as λ � 9.86960. Comparing

this λ with its estimate above, it is clear that among LILB, SMNLB and CSILB for
integer α the CSILB provides the best estimate for the smallest eigenvalue.

The FEP P4 can also be solved and its eigenvalues can be determined for arbitrary
α , α ∈ (1,2] as a root of the Mittag-Leffler function Eα ,α+β (2−α)(z) . This is explained
in the following theorem and its proof. We note that for 1 < α � 2, β ∈ [0,1] , equation
(39) has an infinite number of eigenvalues [7].

THEOREM 3. For 1 < α � 2 , β ∈ [0,1] , a = 0 and b = 1 the FEP P4 has an
infinite number of eigenvalues, and they are the roots of the Mittag-Leffler function
Eα ,α+β (2−α)(z) , i.e. the eigenvalues satisfy

Eα ,α+β (2−α)(−λ ) = 0. (39)

Proof. To prove this, we take Laplace transform of the first equation in P4 with
a = 0 and b = 1, using (8) for n = 2 which after some manipulations leads to

Y (s) =
a0s1−β (2−α)

sα + λ
+

a1s−β (2−α)

sα + λ
, (40)

where Y (s) is the Laplace transform of y(t) and ai = Di
[
I(1−β )(2−α)
0+ y

]
(0+) , i = 0,1.

Taking inverse Laplace transform of equation (39) and using equation (12), we obtain

y(t) = a0t
(α−1+β (2−α))−1Eα ,α−1+β (2−α)(−λ tα)+a1t

α+β (2−α)−1Eα ,α+β (2−α)(−λ tα).
(41)

Due to the singular behavior of the term t(α−1+β (2−α))−1 at t = 0, we get a0 = 0.
Using the second boundary condition of P4, we obtain (39). �

We compute the smallest eigenvalues for FEP P4 from equation (39) and its LILB,
SMNLB and CSILB for different α , α ∈ (1,2] and β = 0,1 from equations (33), (35)
and (37). Notice that according the definition of Hilfer derivative in (7) for β = 0 and
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β = 1, equation (7) reduces to respectively the classical Reimann-Liouville and Ca-
puto derivatives. Hence, FBVP P3 and FEP P4 give the results for classical Reimann-
Liouville and Caputo derivative FBVP as well as FEVP for β = 0 and β = 1 respec-
tively. A few results reduce to the the work on LTI for FBVPs in [3] and [4]. Particu-
larly, for β = 0 and β = 1 in FBVP P3 and FEP P4, reduce to the results in [3] and [4]
respectively. The results are shown in the following tables 1 and 2.

Table 1: Results for α ∈ (1,2] and β = 0 (FBVP P3 and FEP P4 with Riemann-Liouville
derivative)

LTI LILB SMNLB CSILB∫ b
a |q(s)|ds � λ � λ � λ � Γ(α)

(b−a)α ·
Γ(α)4α−1

(b−a)α−1 [3] Γ(α)4α−1

(b−a)α [3] Γ(α+1)αα

(b−a)α (α−1)α−1

[
4α−1

2α(2α−1)2 − 2
α C1(α)

]−1/2
;

C1(α) =∫ 1
0 t2α−1

2F1(1−α,1;α +1;t)dt

Table 2: Results for α ∈ (1,2] and β = 1 (FBVP P3 and FEP P4 with Caputo derivative)
LTI LILB SMNLB CSILB∫ b

a |q(s)|ds � λ � λ � λ � Γ(α)
(b−a)α ·

Γ(α)αα

(b−a)α−1(α−1)α−1
Γ(α)αα

(b−a)α(α−1)α−1
Γ(α+1)α

α
α−1

(b−a)α(α−1)

[
2α+3

6α(2α−1) − 2
α C1(α)

]−1/2
;

[4] [4] C1(α) =∫ 1
0 tα+1

2F1(1−α,1;α +1;t)dt

For comparison purpose, we compute the smallest eigenvalues for FEP P4 with
a = 0 and b = 1 for particular values of type β = 0 and β = 1 and its LILB, SMNLB
and CSILB for different α , α ∈ (1,2] from tables 1 and 2. The results are shown in
figures 1 and 2 respectively. These figures clearly demonstrate that among the three
estimates considered here, the LILB provides the worse estimate and the CSILB and
SMNLB provide better estimate for the smallest eigenvalues of FEP P4 for β = 0 and
β = 1. We use MATHEMATICA and MATLAB code to find the smallest eigenvalue
of the Mittag-Leffler functions. We note that the MATLAB code was contributed by
Podlubny [15], and the algorithm is based on the paper of Gorenflo et al. [6]. By this
code we can calculate the Mittag-Leffler function with desired accuracy. Throughout
this work we calculate the Mittag-Leffler function with the accuracy 10−5 . Setting
β = 1 in equation (39), it reduces to Eα ,2(−λ ) = 0. We analyzed that Eα ,2(z) = 0
has no real solution for α = 1.1 to α = 1.5991152. Furthermore, for α = 1.5991152,
Eα ,2(z) has no real zeros and an infinite number of complex zeros. Whereas for α =
1.5991153, Eα ,2(z) has two real zeros and an infinite number of complex zeros (see
[2], [7]). We note that if α = 1.5991153 to α = 2, then FEP P4 with a = 0, b = 1
and β = 1 has zero solution. For α = 1.5991153,1.6,1.7,1.8,1.9,2, we calculate the
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eigenvalues. Which is shown in figure 2.

Figure 1: Comparison of the lower bounds for λ obtained from maximum norm, Lyapunov-type
and Cauchy-Schwarz inequalities with the lowest eigenvalue. (−◦− : LILB; −+− : SMNLB;
−∗− : CSILB; −� − : LE - the Lowest Eigenvalue λ ) (a = 0 , b = 1 , β = 0 Riemann-Liouville
derivative FEP P4)

Figure 2: Comparison of the lower bounds for λ obtained from maximum norm, Lyapunov-type
and Cauchy-Schwarz inequalities with the lowest eigenvalue. (−◦− : LILB; −+− : SMNLB;
−∗− : CSILB; −� − : LE - the Lowest Eigenvalue λ ) (a = 0,b = 1,β = 1 Caputo derivative
FEP P4)

We now consider an application of the lower bounds for the smallest eigenvalues
of FEP P4 found in Corollary 1 and Theorem 3. In [3], [4], [10] and [16], the authors
have applied the LILB to the FEPs for α ∈ (1,2] to find the interval in which certain
Mittag-Leffler functions have no real zeros. On the other hand, in [14], We applied
the improved bounds to obtain these intervals for certain Mittag-Leffler functions for
α ∈ (2,3] . We follow a similar procedure, which is discussed in the following theorem.
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THEOREM 4. Let 1 < α � 2 if β = 0 , and 1.5991153 � α � 2 if β ∈ (0,1] .
Then based on the LILB, SMNLB and CSILB inequalities, the Mittag-Leffler function
Eα ,α+β (2−α)(z) has no real zeros in the following domains:

LILB inequality:

z ∈
(
− Γ(α)[α − (2−α)(1−β )]α−(2−α)(1−β )

[α −1+ β (2−α)]α−1+β (2−α)[α −1]α−1
,0

]
, (42)

SMNLB inequality:

z ∈
⎛
⎝− Γ(α +1)α

α
1−β(2−α)

[α −1+ β (2−α)]
α−1+β(2−α)

1−β(2−α) [1−β (2−α)]
,0

⎤
⎦ , (43)

CSILB inequality:

z ∈
(
−Γ(α)

[
4α −1+2β (2−α)

2α(2α −1)[2α −1+2β (2−α)]
− 2

α
C1(α)

]−1/2

,0

]
. (44)

Proof. Let λ be the smallest eigenvalue of the FEP P4, then z = λ is the smallest
value of z for which Eα ,α+β (2−α)(−z) = 0. If there is another z smaller than λ for
which Eα ,α+β (2−α)(−z) = 0, then it will contradict that λ is the smallest eigenvalue.
Therefore, Eα ,α+β (2−α)(z) has no real zero for z ∈ (−λ ,0] . Now, according to LILB,

λ � Γ(α)[α − (2−α)(1−β )]α−(2−α)(1−β )

[α −1+ β (2−α)]α−1+β (2−α)[α −1]α−1

(see equation (33)). Thus, Eα ,α+β (2−α)(z) has no real zero for

z ∈
(
− Γ(α)[α − (2−α)(1−β )]α−(2−α)(1−β )

[α −1+ β (2−α)]α−1+β (2−α)[α −1]α−1
,0

]
.

This proves equation (42). Equations (43) and (44) are proved in a similar fashion. �
From figures 1 and 2, it is clear that among the three inequalities discussed in the

paper, LILB provides the smallest interval, and CSILB and SMNLB provide the larger
intervals in which the Mittag-Leffler function Eα ,α+β (2−α) has no real zero. Particu-
larly, we discuss two cases, β = 0 and β = 1.

3.2. Lyapunov-type inequality for FVBP (3) and (5)

Setting a1 = b2 = 1, a2 = b1 = 0 in equation (16) we obtain the FBVP
Problem P5: (

Dα ,β
a+ y

)
(t)+q(t)y(t) = 0, a < t < b

y(a) = 0,Dy(b) = 0. (45)
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LEMMA 4. Problem P5 can be written as (17) where G(t,s) = H(t,s)
Γ(α)(b−s)2−α and

H(t,s) is given by

H(t,s) =

⎧⎨
⎩

(α−1)(t−a)1−(2−α)(1−β)(b−a)(2−α)(1−β)

1−(2−α)(1−β ) − (t− s)α−1(b− s)2−α , a � s � t � b,

(α−1)(t−a)1−(2−α)(1−β)(b−a)(2−α)(1−β)

1−(2−α)(1−β ) , a � t � s � b.
(46)

Proof. Using Lemma 1, we get equation (28) as discussed in Lemma 2. Since,
y(a) = 0, we obtain c1 = 0. Thus we get

y(t) = c2
(t−a)1−(2−α)(1−β )

Γ(2− (2−α)(1−β ))
− 1

Γ(α)

∫ t

a
(t − s)α−1q(s)y(s)ds.

The time derivative of the above equation gives

Dy(t) = c2[1−(2−α)(1−β )]
(t−a)(α−2)(1−β )

Γ(2− (2−α)(1−β ))
− α −1

Γ(α)

∫ t

a
(t−s)α−2q(s)y(s)ds.

Now Dy(b) = 0 gives

c2 =
Γ(2− (2−α)(1−β ))(α−1)(b−a)(2−α)(1−β )

[1− (2−α)(1−β )]Γ(α)
−
∫ b

a
(b− s)α−2q(s)y(s)ds.

Hence, we get

y(t) =
(α −1)(t−a)1−(α−2)(1−β )(b−a)(2−α)(1−β )

Γ(α)[1− (2−α)(1−β )]

∫ b

a
(b− s)α−2q(s)y(s)ds

− 1
Γ(α)

∫ t

a
(t− s)α−1q(s)y(s)ds.

This concludes the proof. �

LEMMA 5. The function H defined in Lemma 4 satisfies the following property:

|H(t,s)| � b−a
α −1+ β (2−α)

max
{

α −1,β (2−α)
}
,

(t,s) ∈ [a,b]× [a,b] .

Proof. Here H(t,s) is an increasing function of t for a � t < s � b . For a � s <

t � b and a fixed s ∈ [a,b] , since,
(

b−a
t−a

)(2−α)(1−β )
<
(

b−a
t−a

)2−α
<
(

b−s
t−s

)2−α
, we get

∂H
∂ t

= (α −1)
[(b−a

t−a

)(2−α)(1−β )−
(b− s

t− s

)2−α
]

� 0.
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So, in a � s � t � b for a given s , H(t,s) is a decreasing function of t ∈ [s,b] . Hence,

max
t∈[a,b]

H(t,s) � max{|H(s,s)|, |H(b,s)|}.

After some calculations we obtain

|H(b,s)| � b−a
α −1+ β (2−α)

max
{

α −1,β (2−α)
}

and

|H(s,s)| � (α −1)(s−a)1−(2−α)(1−β )

α −1+ β (2−α)(b−a)(α−2)(1−β ) � (α −1)(b−a)
α −1+ β (2−α)

,

which concludes the proof. �

THEOREM 5. If a nontrivial continuous solution of the FBVP P5 exists, then the
LTI is given by

∫ b

a
(b− s)α−2|q(s)|ds � Γ(α)[α −1+ β (2−α)]

(b−a)max
{

α −1,β (2−α)
} . (47)

Proof. Substituting G(t,s) from Lemma 4 in equation (19) we get

1 � 1
Γ(α)

max
a�t�b

∫ b

a
(b− s)α−2|H(s,s)q(s)|ds.

Now an application of Lemma 5 proves the inequality (47). �
Setting a1 = b2 = 1, a2 = b1 = 0 in equation (24) we obtain the FEP
Problem P6:

(Dα ,β
a+ y)(t)+ λy(t) = 0, a < t < b

y(a) = Dy(b) = 0. (48)

The eigenvalue estimates for the smallest eigenvalue of FEP P6 can be obtained in the
similar way as we discussed in Corollary 1.

COROLLARY 2. For α ∈ (1,2] and β ∈ [0,1] the eigenvalue estimates for the
smallest eigenvalue of FEP P6 are given by

1. the LILB

λ � Γ(α)(α −1)[α −1+ β (2−α)]

(b−a)α max
{

α −1,β (2−α)
} (49)

and in particular, for IOEP P6, i.e. α = 2 and β = 0 or β = 1 this bound is

λ � 1
b−a

(50)
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2. the SMNLB

λ � Γ(α +1)[α −1+ β (2−α)]α

(b−a)α [2(α −1)α−1(α −1+ β (2−α))α−1(1−β (2−α))]
(51)

and in particular, for IOEP P6, SMNLB is

λ � 2
(b−a)2 (52)

3. and CSILB

λ �
[
2α(α −1)2(2α −1)+ [α −1+ β (2−α)]2[2α −1+2β (2−α)](2α−3)

2α(2α −1)[α −1+ β (2−α)]2[2α −1+2β (2−α)](2α−3)

− 2(α −1)C2(α)
α[1− (2−α)(1−β )]

]−1/2 Γ(α)
(b−a)α , (53)

where C2(α) =
∫ 1
0 tα−(2−α)(1−β )+1

2F1(2−α,1;α + 1;t)dt , α > 3
2 and in par-

ticular, for IOEP P6, CSILB is

λ �
√

6
(b−a)2 . (54)

Proof. Setting q(t) = λ in equation (47) and evaluating the resulting integral, the
first inequality in the first part follows. Substituting the Green’s function from equation
(46), in (25) and simplifying the result, we obtain the inequality in equation (53). Sub-
stituting α = 2 and β = 0 or β = 1, in inequalities (49) and (53), prove the inequalities
(50) and (54) respectively. To prove (2), since the maximum of

∫ b
a |G(t,s)|ds occurs at

t = b for s ∈ [a, t] . From(46) we get

(b−a)(α −1)
1− (2−α)(1−β )

− (b− s) = 0

which is satisfied by

s =
bβ (2−α)+a(α−1)

α −1+ β (2−α)
.

Hence,

max
t∈[a,b]

∫ b

a
|G(t,s)|ds =

∫ s

a
|G(b,s)|ds+

∫ b

s
|G(b,s)|ds. (55)

Using G(t,s) from (46) in (55) we obtain

max
t∈[a,b]

∫ b

a
|G(t,s)|ds =

2(α −1)α−1− (α −1+ β (2−α))α−1(1−β (2−α))
(b−a)−αΓ(α +1)[α −1+ β (2−α)]α

. (56)

Substituting (56) in (26) completes the proof. �
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For the integer order case, i.e. α = 2, a = 0 and b = 1, the LILB, SMNLB and
CSILB for the smallest λ of FEP P6 are given as 1, 2 and

√
6 � 2.4495, respectively

(see equations (50), (52) and (54)) . For α = 2, the smallest eigenvalue of FEP P6
with a = 0 and b = 1 is the root of cos(

√
λ ) = 0, which gives the smallest eigenvalue

as λ � 2.4674011. Comparing this λ with its estimate above, it is clear that among
LILB, SMNLB and CSILB for integer α the CSILB provides the best estimate for the
smallest eigenvalue.

The eigenvalues of the FEP P6 for α ∈ (1,2] are the roots of the Mittag-Leffler
function given in the following theorem.

THEOREM 6. The FEP P6 for 1 < α � 2 , β ∈ [0,1] , a = 0 and b = 1 has an
infinite number of eigenvalues, and they are the roots of the Mittag-Leffler function
Eα ,α+β (2−α)−1(z) , i.e. the eigenvalues satisfy

Eα ,α+β (2−α)−1(−λ ) = 0 (57)

Proof. The proof is similar to the proof of Theorem 3. �

We compute the smallest eigenvalues for FEP P6 from equation (57) and its LILB,
SMNLB and CSILB for different α , α ∈ (1,2] and β = 0 and β = 1 from equations
(49), (51) and (53). The results are shown in the following tables 3 and 4.

Table 3: Results for α ∈ (1,2] and β = 0 (FBVP P5 and FEP P6 with Riemann-Liouville
derivative)

LTI LILB SMNLB CSILB∫ b
a (b− s)α−2|q(s)|ds λ � λ � λ � Γ(α)

(b−a)α ·
t � Γ(α)

b−a
Γ(α)(α−1)

(b−a)α
Γ(α+1)(α−1)α

(b−a)α

[
4α−3

2α(2α−1)(2α−3) − 2C2(α)
α

]−1/2
;

α > 3
2 , C2(α) =∫ 1

0 t2α−1
2F1(2−α,1;α +1;t)dt

Table 4: Results for α ∈ (1,2] and β = 1 (FBVP P5 and FEP P6 with Caputo derivative)
LTI LILB SMNLB CSILB∫ b

a (b− s)α−2|q(s)|ds λ � λ � λ � Γ(α)
(b−a)α ·

� Γ(α)
(b−a) · Γ(α)

(b−a)α · Γ(α+1)
(b−a)α ·

[
2(α−1)2α(2α−1)−3(2α−3)

6α(2α−1)(2α−3)

1
max{α−1,2−α}

α−1
max{α−1,2−α}

(α−1)−1

2(α−1)α−2−1
− 2(α−1)C2(α)

α

]−1
2

;

[10] [10] α > 3
2 , C2(α) =∫ 1

0 tα+1
2F1(2−α,1;α +1;t)dt
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We compute the smallest eigenvalues for FEP P6 with a = 0 and b = 1 for partic-
ular values of type β = 0 and β = 1, and its LILB, SMNLB and CSILB for different
α , α ∈ (1,2] from tables 3 and 4. The results are shown in figures 3 and 4 respectively.
We note that a few results for the particular case β = 1 in FBVP P5 and FEP P6, reduce
to the results in [10] (page 447, 449). From the figures it is clear that the CSILB and
SMNLB provide better estimate for the smallest eigenvalues than LILB of FEP P6 for
β = 0,1. We notice that in figure 3, the CSILB is valid for α ∈ (1.5,2] .

Figure 3: Comparison of the lower bounds for λ obtained from maximum norm, Lyapunov-type
and Cauchy-Schwarz inequalities with the lowest eigenvalue. (−◦− : LILB; −+− : SMNLB;
−∗− : CSILB; −� − : LE - the Lowest Eigenvalue λ ) (a = 0 , b = 1 , β = 0 , Riemann-Liouville
derivative FEP P6)

Figure 4: Comparison of the lower bounds for λ obtained from maximum norm, Lyapunov-type
and Cauchy-Schwarz inequalities with the lowest eigenvalue. (−◦− : LILB; −+− : SMNLB;
−∗− : CSILB; −� − : LE - the Lowest Eigenvalue λ ) (a = 0 , b = 1 , β = 1 , Caputo derivative
FEP P6)



LYAPUNOV-TYPE INEQUALITY FOR FRACTIONAL BOUNDARY VALUE PROBLEMS 199

We apply the lower bounds for the smallest eigenvalues of FEP P6 with a = 0 and
b = 1 found in Corollary 2 and Theorem 6 for α ∈ (1,2] to find the interval in which
the Mittag-Leffler function Eα ,α+β (2−α)−1(z) has no real zeros. The proof is similar to
the proof of Theorem 4, we omit it.

THEOREM 7. Let 1 < α � 2 . The Mittag-Leffler function Eα ,α+β (2−α)−1(z) has
no real zeros in the following domains:

LILB inequality:

z ∈
⎛
⎝−Γ(α)(α −1)[α −1+ β (2−α)]

max
{

α −1,β (2−α)
} ,0

⎤
⎦ , (58)

SMNLB inequality:

z ∈
(
− Γ(α +1)[α −1+ β (2−α)]α

[2(α −1)α−1− (α −1+ β (2−α))α−1(1−β (2−α))]
,0
]
, (59)

CSILB inequality:

z ∈
(
−
[
2α(α −1)2(2α −1)+ [α −1+ β (2−α)]2[2α −1+2β (2−α)](2α−3)

2α(2α −1)[α −1+ β (2−α)]2[2α −1+2β (2−α)](2α−3)

− 2(α −1)C2(α)
α[1− (2−α)(1−β )]

]−1/2

Γ(α),0

]
. (60)

Proof. The proof is similar to the proof of Theorem 4. �
From figures 3 and 4, it is clear that among the three inequalities, LILB provides

the smallest interval, and CSILB and SMNLB provide the larger intervals in which the
Mittag-Leffler functions Eα ,α+β (2−α)−1(z) for β = 0 and β = 1, have no real zero.

4. Conclusion

In this paper, we established a Lyapunov-type inequality for a fractional boundary
value problem with Hilfer derivative of order α for α ∈ (1,2] and type β ∈ [0,1] . We
considered the Dirichlet, and a mixed set of Dirichlet and Neumann boundary condi-
tions. For the integer and fractional eigenvalue problems, we determined lower bounds
for the first eigenvalue from Semi Maximum Norm and Lyapunov-type and Cauchy-
Schwarz type inequalities. We showed that for FEPs P4 and P6 with a = 0 and b = 1,
the Semi maximum and Cauchy-Schwarz type inequalities provide better estimate for
the smallest eigenvalue than the Lyapunov type inequality. We used these bounds for
the smallest eigenvalue to find the domain in which certain Mittag-Leffler functions
have no zero. Results showed that the Semi maximum norm and Cauchy-Schwarz type
inequalities provide the largest domain in which Mittag-Leffler functions have no zero.
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