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NEW IMPROVEMENT OF THE CONVERSE JENSEN INEQUALITY

J. PEČARIĆ AND J. PERIĆ

(Communicated by M. Praljak)

Abstract. We give a new refinement of the converse Jensen inequality for linear functionals as
well as improvements of some related results. Especially, we give two refinements of the con-
verse Hölder inequality for functionals and a refinement of the converse Minkowski inequality
for functionals. Application on the quasi-arithmetic and power mean is given.

1. Introduction

Let I be an interval in R and f : I → R a convex function on I . If xxxx = (x1, . . . ,xn)
is any n -tuple in In and pppp = (p1, . . . , pn) a nonnegative n -tuple such that Pn = ∑n

i=1 pi >
0, then the well known Jensen’s inequality

f

(
1
Pn

n

∑
i=1

pixi

)
� 1

Pn

n

∑
i=1

pi f (xi) (1)

holds (see [6] or for example [12, p. 43]). If f is strictly convex then (1) is strict unless
xi = c for all i ∈ { j : p j > 0

}
.

Strongly related to Jensen’s inequality is the so called converse Jensen inequality
(see [10] or for example [11, p. 9])

1
Pn

n

∑
i=1

pi f (xi) � M− x
M−m

f (m)+
x −m
M−m

f (M) , (2)

which holds when f : I →R is a convex function on I, [m,M]⊂ I , −∞ < m <M < +∞,
pppp,xxxx are as in (1) and x = 1

Pn
∑n

i=1 pixi. If f is strictly convex then (2) is strict unless

xi ∈ {m,M} for all i ∈ { j : p j > 0
}

.
Let E be a nonempty set and L a linear class of functions f : E → R having the

properties:

(L1) (∀ f ,g ∈ L) (∀a,b ∈ R) a f +bg∈ L;

(L2) 1111 ∈ L (that is if (∀t ∈ E) f (t) = 1 then f ∈ L ).
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verse Hölder inequality, converse Minkowski inequality, quasi-arthmetic mean.

c© � � , Zagreb
Paper MIA-21-17

217

http://dx.doi.org/10.7153/mia-2018-21-17
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In other words L is a subspace of the vector space R
E over R containing 1111.

In some cases we will also need to equip our linear class L with an aditional
property denoted by (L3):

(L3) (∀ f ,g ∈ L) (min{ f ,g} ∈ L∧max{ f ,g} ∈ L) (lattice property).

Obviously,
(
R

E ,�
)

(with standard ordering) is a lattice. It can also be easily verified
that a subspace X ⊆ R

E is a lattice if and only if x ∈ X implies |x| ∈ X . This is a
simple concequence of the fact that for every x ∈ X the functions |x| , x− and x+ can
be defined by

|x|(t) = |x(t)| , x+ (t) = max{0,x(t)} , x− (t) = −min{0,x(t)} , t ∈ E,

and
x+ + x− = |x| , x+ − x− = x,

min{x,y} =
1
2

(x+ y−|x− y|) , max{x,y} =
1
2

(x+ y+ |x− y|) . (3)

We consider positive linear functionals A : L → R , or in other words we assume:

(A1) (∀ f ,g ∈ L) (∀a,b ∈ R) A(a f +bg) = aA( f )+bA(g) (linearity)

(A2) (∀ f ∈ L) ( f � 0 −→ A( f ) � 0) (positivity).

If additionally the condition A(1)= 1 is satisfied, we say that A is a positive normalized
linear functional.

In [7] (or see for example [12, p. 47]) we can find the following generalization
of Jensen’s inequality for convex functions which involves positive normalized linear
functionals. Inequality (4) is known as Jessen’s inequality for convex functions.

THEOREM 1. Let L satisfy L1, L2 on a nonempty set E and let A be a positive
normalized linear functional. If f is a continuous convex function on an interval I ⊂R

then for all g ∈ L such that f (g) ∈ L we have A(g) ∈ I and

f (A(g)) � A( f (g)). (4)

Accordingly to Theorem 1 Beesack and Pečarić gave in [1] (or see [12, p. 98]) the
following generalization of the converse Jensen inequality.

THEOREM 2. Let L and A be as in Theorem 1. If f : [m,M] → R is convex then
for all g ∈ L such that f (g) ∈ L the inequality

A( f (g)) � M−A(g)
M−m

f (m)+
A(g)−m
M−m

f (M) (5)

holds.
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REMARK 1. The right hand side of (5) is an increasing function in M and a
decreasing function in m . This follows by writing it in the form

f (m)+ (A(g)−m)
f (M)− f (m)

M−m
= f (M)− (M−A(g))

f (M)− f (m)
M−m

and noting that m � A(g)� M, while both functions m �→ f (M)− f (m)
M−m and M �→ f (M)− f (m)

M−m
are increasing by the convexity of φ .

In the same paper [1] (or see [12, p. 100–101]) the authors also proved the follow-
ing theorem.

THEOREM 3. Let L, A and g be as in Theorem 1 and let f : [m,M] → R be a
differentiable function.

(i) If f ′ is strictly increasing on [m,M] then

A( f (g)) � λ + f (A(g)) (6)

for some λ satisfying 0 < λ < (M−m)(μ − f ′ (m)) , where

μ =
f (M)− f (m)

M−m
.

More precisely, λ may be determined as follows: Let x̃ be the (unique) solution
of the equation f ′ (x) = μ . Then

λ = f (m)+ μ (x̃−m)− f (x̃)

satisfies (6) .

(ii) If f ′ is strictly decreasing on [m,M] then

f (A(g)) � λ +A( f (g)) (7)

for some λ satisfying 0 < λ < (M−m)( f ′ (m)− μ) , where μ is defined as in
(i). More precisely, for x̃ defined as in (i) we have that

λ = f (x̃)− f (m)− μ (x̃−m)

satisfies (7) .

In [2] (or see [12, p. 101]) Beesack and Pečarić gave a generalization of Theorem
3 which at the same time presents a generalization of Knopp’s inequality for convex
functions [9].
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THEOREM 4. Let L and A be as in Theorem 1. Let f : [m,M] → R be a convex
function and J an interval in R such that f ([m,M])⊂ J. If F : J×J →R is increasing
in the first variable then for all g∈ L such that f (g) ∈ L the following inequality holds

F (A( f (g)) , f (A(g))) � max
x∈[m,M]

F

(
M− x
M−m

f (m)+
x−m
M−m

f (M) , f (x)
)

(8)

= max
θ∈[0,1]

F (θ f (m)+ (1−θ ) f (M) , f (θm+(1−θ )M)) .

Furthermore, the right-hand side of (8) is an increasing function of M and a decreas-
ing function of m.

In article [8] the following improvement of Theorem 2 was given.

THEOREM 5. Let L satisfy L1, L2, L3 on a nonempty set E and let A be a positive
normalized linear functional. If f is a convex function on [m,M] then for all g∈ L such
that f (g) ∈ L we have A(g) ∈ [m,M] and

A( f (g)) � M−A(g)
M−m

f (m)+
A(g)−m
M−m

f (M)−A(g̃)δ f , (9)

where

g̃ =
1
2
1111−

∣∣g− m+M
2 1111

∣∣
M−m

, δ f = f (m)+ f (M)−2 f

(
m+M

2

)
.

2. New improvements

Throughout this section without further noticing when using [m,M] we assume
that −∞ < m < M < ∞ .

Let rn(v) be defined recursively by

r0(v) = min{v,1− v}
rn(v) = min{2rn−1(v),1−2rn−1(v)}

for 0 � v � 1. It has been shown in [3] that

rn(v) =

{
2nv− k+1 , k−1

2n � v � 2k−1
2n+1 ,

k−2nv , 2k−1
2n+1 < v � k

2n ,

for k = 1,2, . . . ,2n .
It has been shown (see [3]) that if N is a nonnegative integer and f is convex on

[0,1] , then

(1− v) f (0)+ v f (1) � f (v)+
N−1

∑
n=0

rn(v)
2n

∑
k=1

Δ f (n,k)χ( k−1
2n , k

2n )(v) (10)
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where

Δ f (n,k) = f

(
k−1
2n

)
+ f

(
k
2n

)
−2 f

(
2k−1
2n+1

)
,

and χ represents the characteristic function of the corresponding interval. If N = 0
then sum is zero, that is we have convexity.

In the paper [4] previous relation is extended to hold for an arbitrary interval.
Following result is given.

LEMMA 1. Let N be a nonnegative integer and let f be convex on [a,b] . Then

(1− v) f (a)+ v f (b) � f ((1− v)a+ vb)+
N−1

∑
n=0

rn(v)
2n

∑
k=1

Δ f (a,b,n,k)χ( k−1
2n , k

2n )(v)

(11)
where

Δ f (a,b,n,k) = f

(
(2n− k+1)a+(k−1)b

2n

)
+ f

(
(2n− k)a+ kb

2n

)

−2 f

(
(2n+1−2k+1)a+(2k−1)b

2n+1

)
,

and χ represents the characteristic function of the corresponding interval.

Next theorem is our main result.

THEOREM 6. Let L satisfy L1, L2, L3 on a nonempty set E and let A be a positive
normalized linear functional. If f is a convex function on [m,M] then for all g∈ L such
that f (g) ∈ L we have A(g) ∈ [m,M] and

M−A(g)
M−m

f (m)+
A(g)−m
M−m

f (M)

� A( f (g))+
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
(12)

where

Δ f (m,M,n,k) = f

(
(2n− k+1)m+(k−1)M

2n

)
+ f

(
(2n− k)m+ kM

2n

)

−2 f

((
2n+1−2k+1

)
m+(2k−1)M

2n+1

)
,

and χ represents the characteristic function of the corresponding interval

Proof. First observe that f (g) ∈ L also means that the composition f (g) is well
defined, hence g(E) ⊆ [m,M] . Now we have m � g � M and

m = A(m) � A(g) � A(M) = M.
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If we put a = m , b = M , x = (1− v)a+ vb in Lemma 1 using

v =
x−m
M−m

, 1− v =
M− x
M−m

we get

M− x
M−m

f (m)+
x−m
M−m

f (M)

� f (x)+
N−1

∑
n=0

rn

(
x−m
M−m

) 2n

∑
k=1

Δ f (m,M,n,k)χ( k−1
2n , k

2n )

(
x−m
M−m

)

Let g ∈ L be such that f (g) ∈ L. Applying A to the above inequality with x ↔ g(x)
we obtain

M−A(g)
M−m

f (m)+
A(g)−m
M−m

f (M)

� A( f (g))+
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
(

rn

(
g−m
M−m

)
· χ( k−1

2n , k
2n )

(
g−m
M−m

))

which is inequality (12) �

REMARK 2. Under conditions of the Theorem 6 from positivity of A follows

A

((
rn · χ( k−1

2n , k
2n )

(
g−m
M−m

)))
� 0,

and from Jensen’s inequality follows

Δ f (m,M,n,k) � 0,

so Theorem 6 is an improvement of Theorem 2.

REMARK 3. If we write equation (12) in the following form

M−A(g)
M−m

f (m)+
A(g)−m
M−m

f (M)

� A( f (g))+ Δ f (m,M,0,1) ·A
(

r0

(
g−m
M−m

)
· χ( 0

20 , 1
20 )

(
g−m
M−m

))

+
N−1

∑
n=1

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))

and notice

Δ f (m,M,0,1) = f (m)+ f (M)−2 f

(
m+M

2

)

r0

(
g−m
M−m

)
=

1
2
−
∣∣g− m+M

2

∣∣
M−m

χ( 0
20 , 1

20

)( g−m
M−m

)
= χ(0,1)

(
g−m
M−m

)
= 1

we have that Theorem 6 is an improvement of Theorem 5.
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We use Theorem 6 to obtain refinements of other inequalities mentioned previ-
ously. First we give an improvement of Theorem 4 in the special case F (x,y) = x− y.

THEOREM 7. Under the assumptions of Theorem 6 the following inequality holds

A( f (g))− f (A(g)) (13)

� max
x∈[m,M]

{
M− x
M−m

f (m)+
x−m
M−m

f (M)− f (x)
}

−
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
= max

θ∈[0,1]
{θ f (m)+ (1−θ ) f (M)− f (θm+(1−θ )M)}

−
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
.

Proof. This is an immediate consequence of Theorem 6. The identity follows from
the change of variable θ = (M− x)/(M−m) so that for x ∈ [m,M] we have θ ∈ [0,1]
and x = θm+(1−θ )M. �

Next we give an improvement of Theorem 3. We will consider only the case
when f ′ is strictly increasing (and therefore f convex) since an analogous result for f ′
strictly decreasing can be obtained in a similar way.

THEOREM 8. Let L and A be as in Theorem 6. If f : [m,M] → R is a differen-
tiable function such that f ′ is strictly increasing on [m,M] then for all g ∈ L such that
f (g) ∈ L the inequality

A( f (g)) � λ + f (A(g))−
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
(14)

holds for some λ satisfying 0 < λ < (M−m)(μ − f ′ (m)) , where

μ =
f (M)− f (m)

M−m
.

More precisely, λ may be determined as follows: Let x̃ be the (unique) solution of the
equation f ′ (x) = μ . Then

λ = f (m)+ μ (x̃−m)− f (x̃)

satisfies (14).

Proof. By Theorem 7 we have

A( f (g))− f (A(g))

� max
x∈[m,M]

φ (x;m,M, f )−
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
, (15)
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where φ : [m,M] → R is defined by

φ (x) := φ (x;m,M, f ) =
(M− x) f (m)+ (x−m) f (M)

M−m
− f (x) .

Observe that φ (m) = φ (M) = 0 and

φ ′ (x) =
f (M)− f (m)

M−m
− f ′ (x) = μ − f ′ (x) .

Since f is strictly convex φ ′ is strictly decreasing on [m,M] and the equation φ ′ (x) = 0
(that is, f ′ (x) = μ ) holds for a unique x = x̃ ∈ (m,M) . It follows that φ (x) � 0 for
all x ∈ [m,M] with equality for x ∈ {m,M} . Consequently, the maximum value on the
right hand side of (15) is attained at x = x̃ and for

λ = φ (x̃) =
(M− x̃) f (m)+ (x̃−m) f (M)

(M−m)
− f (x̃)

= f (m)+ μ (x̃−m)− f (x̃)

we have that

A( f (g)) � λ + f (A(g))−
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
�

REMARK 4. Analogously as in Remark 3 we see that previous two results are
improvements of Theorem 13 and Theorem 14 from [8] .

We present two more applications of our main result.

COROLLARY 1. Let L and A be as in Theorem 6. If g ∈ L is such that logg
belongs to L and g(E) ⊆ [m,M] ⊂ R+ then

A(g) � exp(A(logg))
expS

(
M
m

)
∏N−1

n=0 ∏2n

k=1

(
((2n+1−2k+1)m+(2k−1)M)2

2((2n−k+1)m+(k−1)M)((2n−1)m+kM)

)A(Rn(m,M,n,k,g)) ,

(16)
where S (·) is Specht ratio and

Rn(m,M,n,k,g) =
(
rn · χ( k−1

2n , k
2n )

)( g−m
M−m

)
.

Proof. This is a special case of Theorem 8 for f = − log. In this case (14) be-
comes

−A(logg) � λ − logA(g)−
N−1

∑
n=0

2n

∑
k=1

Δ− log(m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
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that is,

explogA(g) � exp

(
A(logg)+ λ −

N−1

∑
n=0

2n

∑
k=1

Δ− log(m,M,n,k)A(Rn(m,M,n,k,g))

)

= exp(A(logg))
expλ

exp
(
∑N−1

n=0 ∑2n

k=1 Δ− log(m,M,n,k)A(Rn(m,M,n,k,g))
) ,

where

Δ− log(m,M,n,k) = − log

(
(2n− k+1)m+(k−1)M

2n

)

− log

(
(2n−k)m+kM

2n

)
+2log

((
2n+1−2k+1

)
m+(2k−1)M

2n+1

)

= log

(
(2n+1−2k+1)m+(2k−1)M

)2
2((2n− k+1)m+(k−1)M)((2n−1)m+ kM)

μ =
logm− logM

M−m
, x̃ = − 1

μ
=

M−m
logM− logm

,

hence

λ = − logm+ μ (x̃−m)+ log x̃

= log

(
M
m

) m
M−m

e log
(

M
m

) m
M−m

= S

(
M
m

)
,

where S (·) is Specht ratio (see for example [5, p. 71]) defined by

S (h) =
h

1
h−1

e logh
1

h−1

, h ∈ R+ \ {1} .

Considering all this we obtain (16) . �

COROLLARY 2. Let L and A be as in Theorem 6. If p ∈ L is such that log(p)
belongs to L and p(E) ⊆ [m,M] ⊂ R+ then

A(p) � expA(log p)+
M−m

log M
m

S

(
M
m

)

−
N−1

∑
n=0

2n

∑
k=1

[(
m2n−k+1Mk−1

) 1
2n

+
(
m2n−kMk

) 1
2n

+2
(
m2n+1−2k+1M2k−1

) 1
2n+1

]
×A(Rn(logm, logM,n,k, log p)) (17)

where S (·) is Specht ratio and Rn is defined as in Corollary 1.
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Proof. This is a special case of Theorem 8 for f = exp, g = log p , m = logm and
M = logM . In this case (14) becomes

A(explog p) � λ + expA(log p)

−
N−1

∑
n=0

2n

∑
k=1

Δexp(logm, logM,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( log p− logm
logM− logm

))
= λ + expA(log p)

−
N−1

∑
n=0

2n

∑
k=1

Δexp(logm, logM,n,k)A(Rn(logm, logM,n,k, log p))

where

Δexp(logm, logM,n,k)

= exp

(
(2n− k+1)logm+(k−1) logM

2n

)

+exp

(
(2n− k) logm+ k logM

2n

)
−2exp

((
2n+1−2k+1

)
logm+(2k−1) logM

2n+1

)

=
(
m2n−k+1Mk−1

) 1
2n

+
(
m2n−kMk

) 1
2n

+2
(
m2n+1−2k+1M2k−1

) 1
2n+1

μ =
M−m

logM− logm
, x̃ = logμ = log

M−m
logM− logm

,

hence

λ = explogm+ μ (x̃− logm)− exp x̃

= m+
M−m

logM− logm

(
log

M−m
logM− logm

− logm−1

)
=

M−m

log M
m

S

(
M
m

)
.

Considering all this we obtain (17) . �

REMARK 5. Analogously as in Remark 3 we see that previous two results are
improvements of Corollary 2 and Corollary 3 from [8] .

2.1. Quasi-arthmetic means

Now we shall use previous results for refinement of inequalities order among
quasi-arithmetic means and inequalities among power means.

Let I = 〈m,M〉 , −∞ � m < M � +∞ and let ψ ,χ : I → R be continuous and
strictly monotonic. Suppose that L satisfy conditions L1, L2, A be a positive normal-
ized linear functional and ψ(g),χ(g) ∈ L for some g ∈ L . We define quasi-arithmetic
mean with respect to the operator A and ψ by

Mψ(g,A) = ψ−1 (A(ψ(g))) , g ∈ L. (18)
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As a special case of the quasi-arithmetic mean we study power mean, defined for r ∈ R

by

M[r](g,A) =

{
(A(gr))

1
r , r = 0

exp(A(logg)) , r = 0.
(19)

THEOREM 9. Let I = 〈m,M〉 , −∞ � m < M � +∞ and let ψ ,χ : I → R be con-
tinuous and strictly monotonic. Suppose that L satisfy conditions L1, L2, L3 A be a
positive normalized linear functional. Then for every g ∈ L such that ψ(g),χ(g) ∈ L
we have

(ψ(M)−ψ(m))A(χ(g))− (χ(M)− χ(m))A(ψ(g))

� ψ(M)χ(m)− χ(M)ψ(m)− (ψ(M)−ψ(m))
N−1

∑
n=0

2n

∑
k=1

Δ f (ψ(m),ψ(M),n,k)

×A

((
rn · χ( k−1

2n , k
2n )

)( ψ(g)−ψ(m)
ψ(M)−ψ(m)

))
(20)

provided φ = χ ◦ψ−1 is convex. The inequality in (20) is reversed when φ is concave.

Proof. If ψ is increasing on I , we have

ψ(m) � ψ(g(t)) � ψ(M), for every t ∈ E.

Now from Theorem 6 we have (with m and M replaced by ψ(m),ψ(M) , f replaced
by χ ◦ψ−1 , and g replaced by ψ(g))

A
(
χ ◦ψ−1(ψ(g))

)
� ψ(M)−A(ψ(g))

ψ(M)−ψ(m)
(χ ◦ψ−1)(ψ(m))+

A(ψ(g))−ψ(m)
ψ(M)−ψ(m)

(χ ◦ψ−1)(ψ(M))

−
N−1

∑
n=0

2n

∑
k=1

Δ f (ψ(m),ψ(M),n,k)A
((

rn · χ( k−1
2n , k

2n )

)( ψ(g)−ψ(m)
ψ(M)−ψ(m)

))

which gives inequality (20). Proof when ψ is decreasing and when φ is concave goes
similarly. �

In the case of power mean (19) result (20) (for ψ(x) = xr , χ(x) = xs ) gives
improvement of Goldman’s inequality for positive linear functionals:

(Mr −mr)
(
M[s](g,A)

)s− (Ms −ms)
(
M[r](g,A)

)r

� Mrms −Msmr − (Mr −mr)
N−1

∑
n=0

2n

∑
k=1

Δ f (mr,Mr,n,k)

×A

((
rn · χ( k−1

2n , k
2n )

)( gr −mr

Mr −mr

))
(21)
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for 0 < r < s or r < 0 < s and the inequality is reversed for r < s < 0. For r = 0 we
obtain (result (20) for ψ(x) = logx , χ(x) = xs ):

log
M
m

(
M[s](g,A)

)s− (Ms−ms) log
(
M[0](g,A)

)

� ms logM−Ms logm− (logM− logm)
N−1

∑
n=0

2n

∑
k=1

Δ f (log(m), log(M),n,k)

×A

((
rn · χ( k−1

2n , k
2n )

)( log g
m

log M
m

))
.

Following theorem is an improvement of Theorem 3.9 from [12].

THEOREM 10. a) Let L satisfy L1, L2, L3 on a nonempty set E and let A be a
positive normalized linear functional. Assume that f is convex on I = [m,M] such that
f ′′(x) � 0 with equality for at most isolated points of I (so that f is strictly convex on
I ). Assume further that either (i) f (x) > 0 for all x∈ I , or (i’) f (x) > 0 for m < x < M
with either f (m) = 0 , f ′(m) = 0 , or f (M) = 0 , f ′(M) = 0 , or (ii) f (x) < 0 for all
x ∈ I , or (ii’) f (x) < 0 for m < x < M with precisely one of f (m) = 0 , f (M) = 0 .
Then for all g ∈ L such that f (g) ∈ L (so that m � g(t) � M for all t ∈ E ),

A( f (g)) � λ f (A(g))−
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)A
((

rn · χ( k−1
2n , k

2n )

)( g−m
M−m

))
(22)

holds for some λ > 1 in cases (i), (i’) or λ ∈ 〈0,1〉 in cases (ii), (ii’). More precisely, a
value of λ (depending only on m,M, f ) for (22) may be determined as follows: Define
μ = f (M)− f (m)

M−m . If μ = 0 , let x = x̃ be the unique solution of the equation f ′(x) = 0

(m < x̃ < M). Then λ = f (m)
f (x̃) satisfies (22) . If μ = 0 , let x = x̃ be the unique solution

μ f (x)− f ′(x)( f (M)+ μ(x−m)) = 0.

Then λ = μ
f (x̃) satisfies (22) . Moreover, we have m < x̃ < M in the cases (i), (ii).

b) Let all the assumptions of a) hold except that f is concave on I with f ′′(x) � 0
with equality for at most isolated points in I . Then the reverse inequality in (22) holds,
where λ is determined as in a). Furthermore, λ > 1 holds if f (x) < 0 on 〈m,M〉 and
0 < λ < 1 if f (x) > 0 on 〈m,M〉 .

Proof. We omit the proof as it is the same as in [12] except instead of Theorem 2
we use Theorem 6. �

2.2. Refinements of the converse Hölder inequality

Using Lemma 1 now we give refinement of the converse Hölder inequality for
functionals. In article [13] following refinement of the known converse Hölder inequal-
ity was given.
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THEOREM 11. Let A be a positive linear functional on a linear class L. Let
p ∈ R , q = p

p−1 , and w, f ,g � 0 on E with w f p,wgq,w fg ∈ L.

Let m,M be such that 0 < m � f (x)g−q/p(x) � M for x ∈ E .
If p > 1 , then

A(w fg) � K(p,m,M)A
1
p (wf p)A

1
q (wgq)+ Δ(gq, f g)N(p,m,M) (23)

� K(p,m,M)A
1
p (wf p)A

1
q (wgq) (24)

where

K(p,m,M) = |p| 1
p |q| 1

q
(M−m)

1
p |mMp−Mmp| 1

q

|Mp −mp|

N(p,m,M) =
mp +Mp−2

(
m+M

2

)p

Mp−mp

and

Δ(gq, f g) = A

(
w

(
M−m

2
gq−

∣∣∣∣ f g− m+M
2

gq

∣∣∣∣
))

.

If 0 < p < 1 and A(wgq) > 0 , or p < 0 and A(wf p) > 0 , then the reversed
inequalities in (23) and (24) hold.

Using Lemma 1 we give improvement of previous theorem using the same idea as
in Theorem 3 in [13], only with Lemma 1.

We will also use the AG inequality in the following form:

PROPOSITION 1. Let a,b be positive real numbers. If α , β are positive real
numbers such that α + β = 1 , then

αa+ βb � aαbβ . (25)

If α < 0 or α > 1 , then the reversed inequality in (25) holds.

THEOREM 12. Let L satisfy L1, L2, L3 on a nonempty set E and let A be a
positive normalized linear functional. Let p ∈ R , q = p

p−1 , and w, f ,g � 0 on E with
w f p,wgq,w fg ∈ L.

Let m,M be such that 0 < m � f (x)g−q/p(x) � M for x ∈ E .
If p > 1 , then

A(w fg) � K(p,m,M)A
1
p (wf p)A

1
q (wgq) (26)

+
M−m

Mp−mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
(wgq) ·

(
rn · χ( k−1

2n , k
2n )

)( f g−
q
p−m

M−m

))

� K(p,m,M)A
1
p (wf p)A

1
q (wgq) (27)

where

K(p,m,M) = |p| 1
p |q| 1

q
(M−m)

1
p |mMp −Mmp| 1

q

|Mp−mp| .
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If 0 < p < 1 and A(wgq) > 0 , or p < 0 and A(wf p) > 0 , then the reversed
inequalities in (26) and (27) hold.

Proof. Putting in Lemma 1 1− v = α , v = β where α and β are positive real
numbers such that α + β = 1, f (x) = xp , p > 1 we have following ineqality:

(αx+ βy)p � αxp + βyp−
N−1

∑
n=0

rn(β )
2n

∑
k=1

Δxp(x,y,n,k)χ( k−1
2n , k

2n )(β ). (28)

Let h be a function from L such that 0 < m � h(x) � M for x ∈ E , m = M , and
define α and β as following:

α(x) =
M−h(x)
M−m

, β (x) =
h(x)−m
M−m

.

Obviously, α(x) + β (x) = 1, h(x) = α(x)m + β (x)M . Putting in (28): x = m ,
y = M , and above-defined α(x) and β (x) we have

hp(x) � M−h(x)
M−m

mp +
h(x)−m
M−m

Mp

−
N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)
(
rn · χ( k−1

2n , k
2n )

)(h(x)−m
M−m

)
.

Multiplying that inequality with k(x) � 0 and using linear functional A we obtain:

A(khp) � mp

M−m
(MA(k)−A(kh))+

Mp

M−m
(A(kh)−mA(k))

−
N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A
(

k ·
(
rn · χ( k−1

2n , k
2n )

)( h−m
M−m

))
.

Putting h = f g−
q
p , k = wgq , where 1

p + 1
q = 1 after multiplying with M−m we get

(M−m)A(wf p)+ (mMp−Mmp)A(wgq)

+(M−m)
N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
(wgq) ·

(
rn · χ( k−1

2n , k
2n )

)( f g−
q
p −m

M−m

))

� (Mp −mp)A(w fg). (29)

Using inequality (25) with α = 1
p > 0, β = 1

q > 0, a = p(M−m)A(wf p) � 0 and
b = q(mMp−Mmp)A(wgq) � 0 we obtain:

(M−m)A(wf p)+ (mMp−Mmp)A(wgq)

=
p
p
(M−m)A(wf p)+

q
q

(mMp −Mmp)A(wgq)

� p
1
p q

1
q (M−m)

1
p (mMp −Mmp)

1
q A

1
p (wf p)A

1
q (wgq). (30)
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Combining (29) and (30) we finally have

p
1
p q

1
q (M−m)

1
p (mMp −Mmp)

1
q A

1
p (wf p)A

1
q (wgq)

+(M−m)
N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
(wgq) ·

(
rn · χ( k−1

2n , k
2n )

)( f g−
q
p −m

M−m

))

� (Mp −mp)A(w fg).

If p > 1, then Mp−mp > 0, and after dividing with Mp−mp we get

K(p,m,M)A
1
p (wf p)A

1
q (wgq)

+
M−m

Mp−mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
(wgq) ·

(
rn · χ( k−1

2n , k
2n )

)( f g−
q
p −m

M−m

))

� A(w fg).

Other cases of exponent p follow as in article [13] and we omit proof for them. �
Closely related to the converse Hölder inequality is the converse Minkowski in-

equality. Following result considering the converse Minkowski inequality for function-
als is attained in article [13].

THEOREM 13. Suppose that the assumptions of Theorem 11 are satisfied. Then
for p > 1

A
1
p (w( f +g)p) � K(p,m,M)

(
A

1
p (wf p)+A

1
p (wgp)

)
+N(p,m,M)

Δ(( f +g)p, f ( f +g)p−1)+ Δ(( f +g)p,g( f +g)p−1)

A1− 1
p (w( f +g)p)

,

and for p < 1 (p = 0) the reversed inequality holds.

Using the improvement of the converse Hölder inequality we can prove the fol-
lowing improvement of the previous result.

THEOREM 14. Suppose that the assumptions of Theorem 12 are satisfied. Then
for p > 1

A
1
p (w( f +g)p)

� K(p,m,M)
(
A

1
p (wf p)+A

1
p (wgp)

)
+

M−m
Mp−mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)

×
A

(
(w( f +g)p) ·

((
rn · χ( k−1

2n , k
2n )

)( f
f+g−m

M−m

))
+
((

rn · χ( k−1
2n , k

2n )

)( g
f+g−m

M−m

)))

A1− 1
p (w( f +g)p)

,

and for p < 1 ( p = 0 ) the reversed inequality holds.
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Proof. Let p > 1. Writing A(w( f +g)p) as

A(w( f +g)( f +g)p−1) = A(wf ( f +g)p−1 +wg( f +g)p−1)

and using inequality (26) we obtain

A(w( f +g)p)
= A(wf ( f +g)p−1)+A(wg( f +g)p−1)

� K(p,m,M)A
1
p (wf p)A

1
q (w( f +g)p)+

M−m
Mp −mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)

×A

((
w( f +g)q(p−1)

)
·
(
rn · χ( k−1

2n , k
2n )

)( f ( f +g)−
q
p (p−1)−m

M−m

))

+K(p,m,M)A
1
p (wgp)A

1
q (w( f +g)p)+

M−m
Mp −mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)

×A

((
w( f +g)q(p−1)

)
·
(
rn · χ( k−1

2n , k
2n )

)(g( f +g)−
q
p (p−1)−m

M−m

))

= K(p,m,M)A
1
q (w( f +g)p)

(
A

1
p (wf p)+A

1
p (wgp)

)

+
M−m

Mp−mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
(w( f +g)p) ·

(
rn · χ( k−1

2n , k
2n )

)( f
f+g −m

M−m

))

+
M−m

Mp−mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
(w( f +g)p) ·

(
rn · χ( k−1

2n , k
2n )

)( g
f+g −m

M−m

))

= K(p,m,M)A
1
q (w( f +g)p)

(
A

1
p (wf p)+A

1
p (wgp)

)

+
M−m

Mp−mp

N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)

×A

(
(w( f +g)p) ·

((
rn · χ( k−1

2n , k
2n )

)( f
f+g −m

M−m

))

+

((
rn · χ( k−1

2n , k
2n )

)( g
f+g −m

M−m

)))
.

Dividing by A
1
q (w( f +g)p) we get desired result.

Similar proof holds for p < 1, (p = 0) . �

REMARK 6. Analogously as in Remark 3 we see that Theorems 12 and 14 are
improvements of Theorems 11 and 13, respectively.

We can give another version of converse Hölder inequality using Theorem 7 and
substitutions as in Theorem 4.12 from [12].
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THEOREM 15. Let L satisfy L1, L2, L3 on a nonempty set E and let A be a
positive normalized linear functional. Let p > 1 , q = p

p−1 , and w, f ,g � 0 on E with
w f p,wgq,w fg ∈ L and A(wgq) > 0 .

Let m,M be such that 0 < m � f (x)g−q/p(x) � M for x ∈ E .
If p > 1 , then

Ap−1(wgq)A(wf p)−Ap(w fg)

� max
x∈[m,M]

{
M− x
M−m

mp +
x−m
M−m

Mp − xp
}

Ap(wgq) (31)

−Ap−1(wgq)
N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
wgq

(
rn · χ( k−1

2n , k
2n )

)( f g−
q
p −m

M−m

))

= max
θ∈[0,1]

{θmp +(1−θ )Mp− (θm+(1−θ )M)p}Ap(wgq) (32)

−Ap−1(wgq)
N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)A

(
wgq

(
rn · χ( k−1

2n , k
2n )

)( f g−
q
p −m

M−m

))
.

Proof. We set A( f ) = A(w f )
A(w) and get

A(wf (g))
A(w)

− f

(
A(wg)
A(w)

)

� max
x∈[m,M]

{
M− x
M−m

f (m)+
x−m
M−m

f (M)− f (x)
}

−
N−1

∑
n=0

2n

∑
k=1

Δ f (m,M,n,k)
A
(
w
(
rn · χ( k−1

2n , k
2n )

)( g−m
M−m

))
A(w)

Putting f (x) = xp , p > 1, g = f g−
q
p , w = wgq we get

A(wf p)
A(wgq)

− Ap (w fg)
Ap(wgq)

� max
x∈[m,M]

{
M− x
M−m

mp +
x−m
M−m

Mp− xp
}

−
N−1

∑
n=0

2n

∑
k=1

Δxp(m,M,n,k)
A

(
wgq

(
rn · χ( k−1

2n , k
2n )

)(
f g

− q
p −m

M−m

))
A(wgq)

Finally multiplying by Ap(wgq) we get inequality (31). Inequality (32) follows as in
Theorem 7. �
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[12] JOSIP E. PEČARIĆ, FRANK PROSCHAN, Y. L. TONG, Convex functions, partial orderings, and statis-
tical applications, Mathematics in Science and Engineering, 187, Academic Press, Inc., Boston, MA,
1992.
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Prilaz Baruna Filipovića 30, 10000 Zagreb, Croatia

and
RUDN University

Miklukho-Maklaya str. 6
117198 Moscow, Russia

e-mail: pecaric@hazu.hr

J. Perić
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