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#### Abstract

In this note, we study the problem of equality case of two inequalities involving generalized Csiszár $f$-divergences and generalized Tsallis $f$-divergences, respectively, with a convex function $f$. To this end we use generalized inverses of matrices and inverse-positive matrices.


## 1. Introduction

Throughout the paper, $\mathbb{R}_{+}=[0, \infty)$ and $\mathbb{R}_{++}=(0, \infty)$. Elements of $\mathbb{R}^{n}$ will be referred to as row $n$-vectors.

For a convex function $f:[0, \infty) \rightarrow \mathbb{R}$ and two nonnegative $n$-tuples $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ and $\mathbf{q}=\left(q_{1}, \ldots, q_{n}\right)$, the Csiszár $f$-divergence is defined by

$$
\begin{equation*}
C_{f}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) . \tag{1}
\end{equation*}
$$

Here $0 f\left(\frac{0}{0}\right)=0$ and $0 f\left(\frac{c}{0}\right)=c \lim _{t \rightarrow \infty} \frac{f(t)}{t}, c>0$ (see [1, 2, 3]).
The Csiszár-Körner inequality states that

$$
\begin{equation*}
\sum_{i=1}^{n} p_{i} f\left(\frac{\sum_{i=1}^{n} q_{i}}{\sum_{i=1}^{n} p_{i}}\right) \leqslant C_{f}(\mathbf{p}, \mathbf{q}) \tag{2}
\end{equation*}
$$

(see $[2,11])$. See $[3,4,8]$ for other inequalities for $f$-divergence.
An extension of definition (1) is given as follows.
Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function on $\mathbb{R}_{+}$, and $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{+}^{n}, \mathbf{q}=$ $\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$, and $\mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{R}_{+}^{n}$. Then the generalized Csiszár $f$-divergence is defined by

$$
\begin{equation*}
C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) \tag{3}
\end{equation*}
$$

(see [9]).
An $n \times m$ real matrix $R=\left(r_{i j}\right)$ is said to be positive (entrywise), written as $R \geqslant 0$, if $r_{i j} \geqslant 0$ for all $i=1, \ldots, n$ and $j=1, \ldots, m$. The symbol $R^{T}$ is used to denote the transpose of a matrix $R$.

In [9] the authors proved the following result.
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THEOREM A. [9] Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convexfunction on $\mathbb{R}_{+}$. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ $\in \mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}_{+}^{m}$.

Let $R$ be an $n \times m$ positive (entrywise) matrix. Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \mathbf{c}=\mathbf{d} R^{T} . \tag{4}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{m}$.
Then

$$
\begin{equation*}
C_{f}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) \leqslant C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) . \tag{5}
\end{equation*}
$$

Let $f: I \times[0, \infty) \rightarrow \mathbb{R}$ be a two variables function on $I \times[0, \infty)$, where $I$ is an interval in $\mathbb{R}$. We denote $f_{u}(t)=f(t, u)$ for $t \in I$ and $u \geqslant 0$. Then $\left\{f_{u}: u \in[0, \infty)\right\}$ is a family of real functions on $I$. We use the notation

$$
\begin{gather*}
g_{u}(t)=g(t, u)=\frac{f(t, u)-f(t, 0)}{u} \text { for } t \in I \text { and } u>0,  \tag{6}\\
g_{0}(t)=g(t, 0)=\lim _{u \rightarrow 0^{+}} \frac{f(t, u)-f(t, 0)}{u} \text { for } t \in I \tag{7}
\end{gather*}
$$

(see [7, p. 854]).
For instance, in the standard case $f_{u}(t)=t^{u}$ for $t>0, u \geqslant 0$, one obtains $g_{u}(t)=$ $\frac{t^{u}-1}{u}=\ln _{u} t$ for $u>0$, and $g_{0}(t)=\lim _{u \rightarrow 0^{+}} \frac{t^{u}-1}{u}=\ln t$.

In what follows we also deal with the Tsallis type divergence (entropy):

$$
\begin{equation*}
T_{f_{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{r})=C_{g_{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{r}) \text { for } u \in(0, \infty) \tag{8}
\end{equation*}
$$

with $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{+}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}, \mathbf{r}=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{R}_{+}^{n}$ (see [9]).
THEOREM B. [9] Let $f_{u}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function on $\mathbb{R}_{+}$for some $u>0$. Let $f_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a constant function. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in$ $\mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}_{+}^{m}$.

Let $R$ be an $n \times m$ positive (entrywise) matrix. Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \mathbf{c}=\mathbf{d} R^{T} \tag{9}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{m}$.
Then

$$
\begin{equation*}
T_{f_{u}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) \leqslant T_{f_{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{10}
\end{equation*}
$$

The purpose of the present note is to discuss the equality cases of the inequalities (5) and (10). To do so, we utilize generalized inverses of matrices and inverse-positive matrices. In particular, we also use both left and right inverses of matrices.

## 2. Results for Csiszár type $f$-divergence

Let $S$ be a given $m \times n$ real matrix.
We say that $n \times m$ real matrix $S^{-}$is a generalized inverse of $S$ if $S S^{-} S=S$ (see [13]). When $m=n$ and $S$ is invertible, then $S^{-}$is unique and $S^{-}=S^{-1}$.

We say that $n \times m$ real matrix $S^{+}$is a Moore-Penrose inverse of $S$ if $S S^{+} S=$ $S, S^{+} S S^{+}=S^{+},\left(S S^{+}\right)^{T}=S S^{+}$and $\left(S^{+} S\right)^{T}=S^{+} S$ (see [13]). The Moore-Penrose inverse of $S$ is unique.

Remind that elements of $\mathbb{R}^{n}$ and of $\mathbb{R}^{m}$ are row vectors. Therefore, in the sequel, we also treat $S$ as a linear map $S:\left(\mathbb{R}^{n}\right)^{T} \rightarrow\left(\mathbb{R}^{m}\right)^{T}$ via $\mathbf{v}^{T} \rightarrow S \cdot \mathbf{v}^{T}$ for $\mathbf{v} \in \mathbb{R}^{n}$, where $\left(\mathbb{R}^{k}\right)^{T}=\left\{\mathbf{a}^{T}: \mathbf{a} \in \mathbb{R}^{k}\right\}$. Analogously, $S^{T}$ can be viewed as a linear map $S^{T}:\left(\mathbb{R}^{m}\right)^{T} \rightarrow$ $\left(\mathbb{R}^{n}\right)^{T}$ via $\mathbf{u}^{T} \rightarrow S^{T} \cdot \mathbf{u}^{T}$ for $\mathbf{u} \in \mathbb{R}^{m}$.

The symbols ran $S$ and $\operatorname{ran} S^{T}$ stand for the ranges (i.e., column spaces) of $S$ and $S^{T}$, respectively. That is, $\operatorname{ran} S=\left\{S \mathbf{v}^{T}: \mathbf{v} \in \mathbb{R}^{n}\right\}$ and $\operatorname{ran} S^{T}=\left\{S^{T} \mathbf{u}^{T}: \mathbf{u} \in \mathbb{R}^{m}\right\}$.

An equality case of inequality (5) in Theorem $A$ is described in the following.
THEOREM 1. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convexfunction on $\mathbb{R}_{+}$. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in$ $\mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}_{+}^{m}$.

Let $S$ and $R$ be positive (entrywise) real matrices of sizes $m \times n$ and $n \times m$, respectively, such that $R=S^{-}$. Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \mathbf{c}=\mathbf{d} R^{T} . \tag{11}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{m}$.
If

$$
\begin{equation*}
\mathbf{p}^{T} \in \operatorname{ran} S^{T}, \quad \mathbf{q}^{T} \in \operatorname{ran} S^{T} \quad \text { and } \mathbf{d}^{T} \in \operatorname{ran} S \tag{12}
\end{equation*}
$$

then

$$
\begin{equation*}
C_{f}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{13}
\end{equation*}
$$

Proof. In light of Theorem A in Section 1 we obtain

$$
\begin{equation*}
C_{f}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) \leqslant C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) . \tag{14}
\end{equation*}
$$

On the other hand, it follows from (12) that

$$
\mathbf{p}^{T}=S^{T} \mathbf{u}^{T}, \quad \mathbf{q}^{T}=S^{T} \mathbf{w}^{T}, \quad \mathbf{d}^{T}=S \mathbf{v}^{T}
$$

for some $\mathbf{u}, \mathbf{w} \in \mathbb{R}^{m}$ and $\mathbf{v} \in \mathbb{R}^{n}$. Thus we get $\mathbf{p}=\mathbf{u} S, \mathbf{q}=\mathbf{w} S$ and $\mathbf{d}=\mathbf{v} S^{T}$. So, (11) implies that $\widetilde{\mathbf{p}}=\mathbf{u} S R$ and $\widetilde{\mathbf{q}}=\mathbf{w} S R$. Furthermore, by $S S^{-} S=S$ and $R=S^{-}$, we have

$$
\widetilde{\mathbf{p}} S=\mathbf{u} S R S=\mathbf{u} S=\mathbf{p}
$$

and analogously,

$$
\widetilde{\mathbf{q}} S=\mathbf{w} S R S=\mathbf{w} S=\mathbf{q}
$$

Now, recall that $\mathbf{d}=\mathbf{v} S^{T}$. Moreover, (11) gives $\mathbf{c}=\mathbf{d} S^{-T}$. Hence $\mathbf{c}=\mathbf{v} S^{T} S^{-T}$ and therefore $\mathbf{c} S^{T}=\mathbf{v} S^{T} S^{-T} S^{T}=\mathbf{v}\left(S S^{-} S\right)^{T}=\mathbf{v} S^{T}=\mathbf{d}$.

In summary, we have

$$
\begin{equation*}
\mathbf{p}=\widetilde{\mathbf{p}} S, \quad \mathbf{q}=\widetilde{\mathbf{q}} S \text { and } \mathbf{d}=\mathbf{c} S^{T} \tag{15}
\end{equation*}
$$

Simultaneously the matrix $S$ is positive (entrywise). So, by (15) and Theorem A applied to $S, \widetilde{\mathbf{p}}, \widetilde{\mathbf{q}}$ and $\mathbf{c}$, we derive the inequality

$$
\begin{equation*}
C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \leqslant C_{f}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) . \tag{16}
\end{equation*}
$$

By combining (14) and (16) we get (13), as required.
If $\operatorname{rank} S=n$ then there exists an $n \times m$ real matrix $S_{l}^{-1}$, called a left inverse of $S$, such that $S_{l}^{-1} S=I_{n}$, where $I_{n}$ denotes the $n \times n$ identity matrix [13].

If rank $S=m$ then there exists an $n \times m$ real matrix $S_{r}^{-1}$, called a right inverse of $S$, such that $S S_{r}^{-1}=I_{m}$, where $I_{m}$ denotes the $m \times m$ identity matrix [13].

It is not hard to verify that left- and right-inverses $S_{l}^{-1}$ and $S_{r}^{-1}$ are generalized inverses of $S$.

For one-sided inverses of $S$ condition (12) simplifies.
Corollary 1. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function on $\mathbb{R}_{+}$. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in$ $\mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}_{+}^{m}$.

Let $S$ and $R$ be positive (entrywise) real matrices of sizes $m \times n$ and $n \times m$, respectively. Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \quad \mathbf{c}=\mathbf{d} R^{T} . \tag{17}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{m}$.
(i) If $\operatorname{rank} S=n$ and $R=S_{l}^{-1}$ and

$$
\begin{equation*}
\mathbf{d}^{T} \in \operatorname{ran} S \tag{18}
\end{equation*}
$$

then

$$
\begin{equation*}
C_{f}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) . \tag{19}
\end{equation*}
$$

(ii) If $\operatorname{rank} S=m$ and $R=S_{r}^{-1}$ and

$$
\begin{equation*}
\mathbf{p}^{T} \in \operatorname{ran} S^{T} \quad \text { and } \quad \mathbf{q}^{T} \in \operatorname{ran} S^{T} \tag{20}
\end{equation*}
$$

then

$$
\begin{equation*}
C_{f}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{21}
\end{equation*}
$$

Proof. (i). Since $\operatorname{rank} S=n$, we have rank $S^{T}=n$. For this reason, $S^{T}:\left(\mathbb{R}^{m}\right)^{T} \rightarrow$ $\left(\mathbb{R}^{n}\right)^{T}$, where $\left(\mathbb{R}^{k}\right)^{T}=\left\{\mathbf{a}^{T}: \mathbf{a} \in \mathbb{R}^{k}\right\}$, and $\operatorname{ran} S^{T}=\left(\mathbb{R}^{n}\right)^{T}$. But $\mathbf{p} \in \mathbb{R}_{+}^{n}$ and $\mathbf{q} \in \mathbb{R}_{+}^{n}$, so $\mathbf{p}^{T} \in \operatorname{ran} S^{T}$ and $\mathbf{q}^{T} \in \operatorname{ran} S^{T}$. In addition, (18) holds. Thus condition (12) is met, as wanted.

Now, in order to get (19), it is sufficient to apply Theorem 1.
(ii). Since $\operatorname{rank} S=m$ and $S:\left(\mathbb{R}^{n}\right)^{T} \rightarrow\left(\mathbb{R}^{m}\right)^{T}$, therefore $\operatorname{ran} S=\left(\mathbb{R}^{m}\right)^{T}$. But $\mathbf{d} \in \mathbb{R}_{+}^{m}$, so $\mathbf{d}^{T} \in \operatorname{ran} S$. Moreover, (20) is fulfilled. Thus condition (12) is satisfied.

Now, by making use of Theorem 1 we get (21).
An $n \times n$ invertible real matrix $R$ is said to be inverse-positive if the matrix $R^{-1}$ is positive [12].

A consequence of Corollary 1 is the following result for an invertible matrix $R$.

Corollary 2. Let $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function on $\mathbb{R}_{+}$. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right)$ $\in \mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{n}\right) \in \mathbb{R}_{+}^{n}$.

Let $R$ be an $n \times n$ real matrix such that
(i) $R$ is invertible,
(ii) $R$ is positive (entrywise),
(iii) $R$ is inverse-positive (entrywise).

Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \quad \mathbf{c}=\mathbf{d} R^{T} \tag{22}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{n}$.
Then

$$
\begin{equation*}
C_{f}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{23}
\end{equation*}
$$

Proof. By putting $S=R^{-1}$ and employing (22) we see that $S$ is invertible and $R=S^{-1}=S_{l}^{-1}, \operatorname{rank} S=n$ and $\operatorname{ran} S=\left(\mathbb{R}^{n}\right)^{T}$. Therefore (18) holds true.

It is now sufficient to apply Corollary 1, item (i).
REMARK 1. The class of the $n \times n$ matrices $R$ satisfying conditions (i), (ii) and (iii) in Corollary 2 is not empty, since the $n \times n$ identity matrix $I_{n}$ is so.

In the next example we show that there are matrices $R$ satisfying the conditions (i) and (ii) but not (iii). Thus, in general, the inequality (5) need not be an equality.

EXAMPLE 1. Take $n=2$ and

$$
R=\left(\begin{array}{ll}
5 & 2  \tag{24}\\
2 & 1
\end{array}\right)
$$

Then $R$ is positive (entrywise), and $\operatorname{det} R=1 \neq 0$, so $R$ is invertible. Additionally, $R$ is not inverse-positive (entrywise), since

$$
R^{-1}=\left(\begin{array}{cc}
1 & -2 \\
-2 & 5
\end{array}\right)
$$

We end this section by quoting some definitions and results from Peris' paper [12] (with only minor modifications).

For a matrix $R$, we say that the splitting $R=B-A$ is positive if $A \geqslant 0$ and $B \geqslant 0$ (positive entrywise) (see [12, p. 47]).

A positive splitting $R=B-A$ of a square matrix $R$ is said to be a $B$-splitting if $B$ is nonsingular and
(a) for all $\mathbf{x} \in \mathbb{R}^{n}, B \mathbf{x}^{T} \geqslant 0$ implies $A \mathbf{x}^{T} \geqslant 0$,
(b) for all $\mathbf{x} \in \mathbb{R}^{n}$,

$$
\binom{R}{B} \mathbf{x}^{T} \geqslant 0 \text { implies } \mathbf{x} \geqslant 0
$$

(see [12, p. 52]).
A criterion for the inverse-positivity of a matrix is incorporated in the following result of Peris [12].

ThEOREM C. ( [12, Theorems 1 and 5] ) For a square nonsingular matrix $R$, the following conditions are equivalent:
(a) $R$ is inverse-positive.
(b) For all positive splittings of $R$,

$$
R=B-A, \quad B \geqslant 0, \quad A \geqslant 0
$$

there exist a vector $\mathbf{v} \geqslant 0$ with $\mathbf{v} \neq 0$ and scalar $\mu \in[0,1)$ such that $A \mathbf{v}^{T}=$ $\mu B \mathbf{v}^{T}$.
(c) $R$ allows a $B$-splitting $R=B-A$ such that $\mu<1$.

By making use of Theorem C and Corollary 2 we obtain the following.
COROLLARY 3. Under the assumptions of Corollary 2 with condition (iii) replaced by condition (b) or (c) in Theorem C, then equality (23) is satisfied.

Proof. Combine Corollary 2 and Theorem C.

## 3. Results for Tsallis type $f_{u}$-divergence

Throughout this section $f: I \times[0, \infty) \rightarrow \mathbb{R}$ is a two variables function on $I \times[0, \infty)$, where $I$ is an interval in $\mathbb{R}$. We also use the notation $f_{u}(t)=f(t, u)$ for $t \in I$ and $u \geqslant 0$. In addition, the functions $g_{u}(t)=g(t, u)$ for $t \in I$ and $u>0$, and $g_{0}(t)=g(t, 0)$ for $t \in I$ are defined by (6)-(7).

It is easily seen that the convexity of $f_{u}$ implies the convexity of $g_{u}$ (see (6)).
An equality case of inequality (10) in Theorem B for the Tsallis type $f_{u}$-divergence is given below.

THEOREM 2. Let $f_{u}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function on $\mathbb{R}_{+}$for some $u>0$. Let $f_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a constant function. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}_{+}^{m}$.

Let $S$ and $R$ be positive (entrywise) real matrices of sizes $m \times n$ and $n \times m$, respectively, such that $R=S^{-}$. Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \quad \mathbf{c}=\mathbf{d} R^{T} \tag{25}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{m}$.
If

$$
\mathbf{p}^{T} \in \operatorname{ran} S^{T}, \quad \mathbf{q}^{T} \in \operatorname{ran} S^{T} \quad \text { and } \mathbf{d}^{T} \in \operatorname{ran} S
$$

then

$$
\begin{equation*}
T_{f_{u}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=T_{f_{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{26}
\end{equation*}
$$

Proof. Apply Theorem 1 for the convex function $g_{u}$ (see (6) and (8)).
Corollary 4. Let $f_{u}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function on $\mathbb{R}_{+}$for some $u>0$. Let $f_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a constant function. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}_{+}^{m}$.

Let $S$ and $R$ be positive (entrywise) real matrices of sizes $m \times n$ and $n \times m$, respectively. Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \quad \mathbf{c}=\mathbf{d} R^{T} . \tag{27}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{m}$.
(i) If $\operatorname{rank} S=n$ and $R=S_{l}^{-1}$ and

$$
\begin{equation*}
\mathbf{d}^{T} \in \operatorname{ran} S \tag{28}
\end{equation*}
$$

then

$$
\begin{equation*}
T_{f_{u}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=T_{f_{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{29}
\end{equation*}
$$

(ii) If $\operatorname{rank} S=m$ and $R=S_{r}^{-1}$ and

$$
\begin{equation*}
\mathbf{p}^{T} \in \operatorname{ran} S^{T} \quad \text { and } \quad \mathbf{q}^{T} \in \operatorname{ran} S^{T} \tag{30}
\end{equation*}
$$

then

$$
\begin{equation*}
T_{f_{u}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=T_{f_{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{31}
\end{equation*}
$$

Proof. Apply Corollary 1 for the convex function $g_{u}$ and use (8).
Corollary 5. Let $f_{u}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a convex function on $\mathbb{R}_{+}$for some $u>0$. Let $f_{0}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ be a constant function. Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{+}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{n}\right) \in \mathbb{R}_{+}^{n}$.

Let $R$ be an $n \times n$ real matrix such that
(i) $R$ is invertible,
(ii) $R$ is positive (entrywise),
(iii) $R$ is inverse-positive (entrywise).

Denote

$$
\begin{equation*}
\widetilde{\mathbf{p}}=\mathbf{p} R, \quad \widetilde{\mathbf{q}}=\mathbf{q} R \quad \text { and } \quad \mathbf{c}=\mathbf{d} R^{T} \tag{32}
\end{equation*}
$$

Assume $\widetilde{\mathbf{p}} \in \mathbb{R}_{++}^{n}$.
Then

$$
\begin{equation*}
T_{f_{u}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d})=T_{f_{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{c}) \tag{33}
\end{equation*}
$$

Proof. It is enough to employ Corollary 2 for the convex function $g_{u}$, and next use (8).

COROLLARY 6. Under the assumptions of Corollary 5 with condition (iii) replaced by condition (b) or (c) in Theorem C, then equality (33) is satisfied.

Proof. Combine Theorem C in Section 2 and Corollary 5.

## 4. Examples

In this section we present some examples illustrating the results of the previous sections.

Let $f$ be a convex function on $I=(0, \infty)$. Remind that the generalized Csiszár $f$-divergence of $\mathbf{p}$ and $\mathbf{q}$ with respect to $\mathbf{r}$ is

$$
\begin{equation*}
C_{f}(\mathbf{p}, \mathbf{q} ; \mathbf{r})=\sum_{i=1}^{n} r_{i} p_{i} f\left(\frac{q_{i}}{p_{i}}\right) \tag{34}
\end{equation*}
$$

where

$$
\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right), \quad \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \text { and } \mathbf{r}=\left(r_{1}, \ldots, r_{n}\right)
$$

with positive numbers $p_{i}$ and $q_{i}$, and nonnegative $r_{i}$ for $i=1, \ldots, n$.
We now give definitions of some relative entropies corresponding to the functions $\log t, t^{u} \log t, \ln _{u} t=\frac{t^{u}-1}{u}$ and $\frac{\left[1-s+s t^{u}\right]^{1 / u}-1}{s}$, as follows

$$
\begin{gather*}
S(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i} \log \frac{q_{i}}{p_{i}}  \tag{35}\\
S_{u}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i}\left(\frac{q_{i}}{p_{i}}\right)^{u} \log \left(\frac{q_{i}}{p_{i}}\right),  \tag{36}\\
T_{u}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i} \ln _{u}\left(\frac{q_{i}}{p_{i}}\right) \tag{37}
\end{gather*}
$$

where $u \in(0,1]$, and

$$
\begin{equation*}
T_{s, u}(\mathbf{p}, \mathbf{q})=\sum_{i=1}^{n} p_{i} \frac{\left[1-s+s\left(\frac{q_{i}}{p_{i}}\right)^{u}\right]^{1 / u}-1}{s} \tag{38}
\end{equation*}
$$

where $s \in(0,1]$ and $u \in[-1,1], u \neq 0$ (see $[5,6,10,14]$ ).
In the sequel we use the following notation and assumptions.
Let $\mathbf{p}=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}_{++}^{n}, \mathbf{q}=\left(q_{1}, \ldots, q_{n}\right) \in \mathbb{R}_{++}^{n}$ and $\mathbf{d}=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{R}_{+}^{m}$. Let $R$ be an $n \times m$ positive (entrywise) matrix. We denote $\widetilde{\mathbf{p}}=\mathbf{p} R, \widetilde{\mathbf{q}}=\mathbf{q} R$ and $\mathbf{c}=\mathbf{d} R^{T}$ with $\widetilde{\mathbf{p}}=\left(\widetilde{p}_{1}, \ldots, \widetilde{p}_{m}\right), \widetilde{\mathbf{q}}=\left(\widetilde{q}_{1}, \ldots, \widetilde{q}_{m}\right)$ and $\mathbf{c}=\left(c_{1}, \ldots, c_{n}\right)$.

Example 2. We are now ready to illustrate Theorem A and Theorem 1 in the context of the convex function $f_{1}(t)=-\log t, t>0$ (see [5, 10]).

By Theorem A, we get the inequality

$$
\begin{equation*}
\sum_{i=1}^{m} d_{i} \widetilde{p}_{i} \log \left(\frac{\widetilde{p}_{i}}{\widetilde{q}_{i}}\right)=C_{-\log }(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) \leqslant C_{-\log }(\mathbf{p}, \mathbf{q} ; \mathbf{c})=\sum_{i=1}^{n} c_{i} p_{i} \log \left(\frac{p_{i}}{q_{i}}\right) \tag{39}
\end{equation*}
$$

According to Theorem 1, equality holds in inequality (39) whenever $R=S^{-}$for some positive (entrywise) real matrix $S$ of size $m \times n$ such that

$$
\begin{equation*}
\mathbf{p}^{T} \in \operatorname{ran} S^{T}, \quad \mathbf{q}^{T} \in \operatorname{ran} S^{T} \quad \text { and } \mathbf{d}^{T} \in \operatorname{ran} S \tag{40}
\end{equation*}
$$

EXAMPLE 3. We now verify our previous results for the convex function $f_{2}(t)=$ $-\ln _{u} t=-\frac{t^{u}-1}{u}, t>0$ (see $[10,14]$ ).

By virtue of Theorem A, we find that

$$
\begin{equation*}
-\sum_{i=1}^{m} d_{i} \widetilde{p}_{i} \ln _{u}\left(\frac{\widetilde{q}_{i}}{\widetilde{p}_{i}}\right)=C_{-\ln _{u}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) \leqslant C_{-\ln _{u}}(\mathbf{p}, \mathbf{q} ; \mathbf{c})=-\sum_{i=1}^{n} c_{i} p_{i} \ln _{u}\left(\frac{q_{i}}{p_{i}}\right) \tag{41}
\end{equation*}
$$

On account of Theorem 1, equality is met in inequality (41) provided that $R=S^{-}$ for some positive (entrywise) real matrix $S$ of size $m \times n$ such that (40) holds.

Example 4. In this example we show some applications for the convex function $f_{3}(t)=t \log t, t>0($ see $[5,10])$.

Thanks to Theorem A, we establish the inequality

$$
\begin{equation*}
\sum_{i=1}^{m} d_{i} \widetilde{q}_{i} \log \left(\frac{\widetilde{q}_{i}}{\widetilde{p}_{i}}\right)=C_{f_{3}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) \leqslant C_{f_{3}}(\mathbf{p}, \mathbf{q} ; \mathbf{c})=\sum_{i=1}^{n} c_{i} q_{i} \log \left(\frac{q_{i}}{p_{i}}\right) \tag{42}
\end{equation*}
$$

In light of Theorem 1, equality is satisfied in inequality (42) if $R=S^{-}$for some positive (entrywise) real matrix $S$ of size $m \times n$ such that (40) is fulfilled.

Example 5. We now deal with the parametric Tsallis relative entropy $T_{s, u}(\mathbf{p}, \mathbf{q})$ generated by the concave function

$$
f_{4}(t)=\frac{\left(1-s+s t^{u}\right)^{1 / u}-1}{s}, \quad t>0
$$

(see $[6,10]$ ).
It follows from Theorem A that

$$
\begin{align*}
& \sum_{i=1}^{m} d_{i} \widetilde{p}_{i} \frac{\left[1-s+s\left(\frac{\widetilde{q}_{i}}{\widetilde{p}_{i}}\right)^{u}\right]^{1 / u}-1}{s}=C_{f_{4}}(\widetilde{\mathbf{p}}, \widetilde{\mathbf{q}} ; \mathbf{d}) \\
& \geqslant C_{f_{4}}(\mathbf{p}, \mathbf{q} ; \mathbf{c})=\sum_{i=1}^{n} c_{i} p_{i} \frac{\left[1-s+s\left(\frac{q_{i}}{p_{i}}\right)^{u}\right]^{1 / u}-1}{s} \tag{43}
\end{align*}
$$

By making use Theorem 1, we conclude that equality appears in inequality (43) if $R=S^{-}$for some positive (entrywise) real matrix $S$ of size $m \times n$ such that (40) is met.
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