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#### Abstract

We present generalizations of the Jensen-Mercer inequality for the class of $n$-convex functions. The results are obtained by using Taylor's polynomial and four types of Green's functions.


## 1. Introduction

In paper [1] the following integral version of the Jensen-Mercer inequality for convex functions was proved.

Theorem A. Let $g:[a, b] \rightarrow \mathbb{R}$ be a continuous and monotonic function and $[\alpha, \beta]$ be an interval such that the image of $g$ is a subset of $[\alpha, \beta]$. Let function $\lambda:[a, b] \rightarrow \mathbb{R}$ be either continuous or of bounded variation satisfying

$$
\begin{equation*}
\lambda(a) \leqslant \lambda(t) \leqslant \lambda(b) \text { for all } t \in[\alpha, \beta], \quad \lambda(b)-\lambda(a)>0 \tag{1}
\end{equation*}
$$

Then for every continuous convex function $\varphi:[\alpha, \beta] \rightarrow \mathbb{R}$ the inequality

$$
\begin{equation*}
\varphi\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \leqslant \varphi(\alpha)+\varphi(\beta)-\frac{\int_{a}^{b} \varphi(g(x)) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)} \tag{2}
\end{equation*}
$$

holds.

REMARK 1. Inequality (2) is also valid when the condition (1) is replaced with the more strict condition that $\lambda$ is a nondecreasing function such that $\lambda(a) \neq \lambda(b)$.

Let us recall the definition of $n$-convex functions.

[^0]DEfinition 1. A function $f:[a, b] \rightarrow \mathbb{R}$ is said to be $n$-convex on $[a, b], n \geqslant 0$, if for all choices of $(n+1)$ distinct points in $[a, b]$, the $n$-th divided difference of $f$ satisfies $f\left[x_{0}, \ldots, x_{n}\right] \geqslant 0$. If this inequality is reversed, then $f$ is said to be $n$-concave. If the inequality is strict, then $f$ is said to be a strictly $n$-convex ( $n$-concave) function.

Thus 0 -convex functions are non-negative functions, 1 -convex functions are increasing functions and 2 -convex functions are simply convex functions. An $n$-convex function need not be $n$-times differentiable, however if $\varphi^{(n)}$ exists then $\varphi$ is $n$-convex iff $\varphi^{(n)} \geqslant 0$. For more information about $n$-convex functions see [7] and also [8, pp 14-15].

Consider Green's functions $G_{i}, i=1,2,3,4$ defined on $[\alpha, \beta] \times[\alpha, \beta]$ by

$$
\begin{align*}
& G_{1}(t, s)= \begin{cases}\alpha-s & \text { for } s \leqslant t \\
\alpha-t & \text { for } t \leqslant s\end{cases}  \tag{3}\\
& G_{2}(t, s)= \begin{cases}t-\beta & \text { for } s \leqslant t \\
s-\beta & \text { for } t \leqslant s\end{cases}  \tag{4}\\
& G_{3}(t, s)= \begin{cases}t-\alpha & \text { for } s \leqslant t \\
s-\alpha & \text { for } t \leqslant s\end{cases}  \tag{5}\\
& G_{4}(t, s)= \begin{cases}\beta-s & \text { for } s \leqslant t \\
\beta-t & \text { for } t \leqslant s\end{cases} \tag{6}
\end{align*}
$$

All four Green's functions are continuous and convex in $s$ and, since they are symmetric, also in $t$.

It can be easily shown by integrating by parts that every function $\varphi:[\alpha, \beta] \rightarrow \mathbb{R}$, $\varphi \in C^{2}([\alpha, \beta])$ can be represented in the following four forms:

$$
\begin{align*}
& \varphi(x)=\varphi(\alpha)+(x-\alpha) \varphi^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{1}(x, s) \varphi^{\prime \prime}(s) \mathrm{d} s  \tag{7}\\
& \varphi(x)=\varphi(\beta)+(x-\beta) \varphi^{\prime}(\alpha)+\int_{\alpha}^{\beta} G_{2}(x, s) \varphi^{\prime \prime}(s) \mathrm{d} s  \tag{8}\\
& \varphi(x)=\varphi(\beta)-(\beta-\alpha) \varphi^{\prime}(\beta)+(x-\alpha) \varphi^{\prime}(\alpha)+\int_{\alpha}^{\beta} G_{3}(x, s) \varphi^{\prime \prime}(s) \mathrm{d} s  \tag{9}\\
& \varphi(x)=\varphi(\alpha)+(\beta-\alpha) \varphi^{\prime}(\alpha)-(\beta-x) \varphi^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{4}(x, s) \varphi^{\prime \prime}(s) \mathrm{d} s \tag{10}
\end{align*}
$$

## 2. Main results

Lemma 1. Let $g:[a, b] \rightarrow \mathbb{R}$ be a continuous function, and $[\alpha, \beta]$ an interval such that the image of $g$ is a subset of $[\alpha, \beta]$. Let function $\lambda:[a, b] \rightarrow \mathbb{R}$ be either continuous or of bounded variation, and such that $\lambda(a) \neq \lambda(b)$ and $\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)} \in$
$[\alpha, \beta]$. Let the Green's functions $G_{i}, i=1,2,3,4$ be defined by (3) - (6). Then for every function $\varphi \in C^{2}([\alpha, \beta])$ the identities

$$
\begin{align*}
& \varphi\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)-\left(\varphi(\alpha)+\varphi(\beta)-\frac{\int_{a}^{b} \varphi(g(x)) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \\
= & \int_{\alpha}^{\beta}\left[G_{i}\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}, s\right)\right.  \tag{11}\\
& \left.-\left(G_{i}(\alpha, s)+G_{i}(\beta, s)-\frac{\int_{a}^{b} G_{i}(g(x), s) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)\right] \varphi^{\prime \prime}(s) \mathrm{d} s
\end{align*}
$$

hold for $i=1,2,3,4$.

Proof. Using (7) we obtain

$$
\begin{aligned}
& \varphi\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)-\left(\varphi(\alpha)+\varphi(\beta)-\frac{\int_{a}^{b} \varphi(g(x)) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \\
= & \varphi(\alpha)+\left(\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \varphi^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{1}\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}, s\right) \varphi^{\prime \prime}(s) \mathrm{d} s \\
& -\left(\varphi(\alpha)+\varphi(\alpha)+(\beta-\alpha) \varphi^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{1}(\beta, s) \varphi^{\prime \prime}(s) \mathrm{d} s\right) \\
& +\frac{\int_{a}^{b}\left[\varphi(\alpha)+(g(x)-\alpha) \varphi^{\prime}(\beta)+\int_{\alpha}^{\beta} G_{1}(g(x), s) \varphi^{\prime \prime}(s) \mathrm{d} s\right] \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)} \\
= & \int_{\alpha}^{\beta}\left[G_{1}\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}, s\right)\right. \\
& \left.-\left(G_{1}(\alpha, s)+G_{1}(\beta, s)-\frac{\int_{a}^{b} G_{1}(g(x), s) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)\right] \varphi^{\prime \prime}(s) \mathrm{d} s,
\end{aligned}
$$

since $G_{1}(\alpha, s)=0$ and

$$
\begin{aligned}
& \varphi(\alpha)+\left(\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \varphi^{\prime}(\beta)-\left(\varphi(\alpha)+\varphi(\alpha)+(\beta-\alpha) \varphi^{\prime}(\beta)\right) \\
& \quad+\frac{\int_{a}^{b}\left[\varphi(\alpha)+(g(x)-\alpha) \varphi^{\prime}(\beta)\right] \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}=\beta \varphi^{\prime}(\beta)-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)} \varphi^{\prime}(\beta) \\
& \quad-\varphi(\alpha)-\beta \varphi^{\prime}(\beta)+\alpha \varphi^{\prime}(\beta)+\varphi(\alpha)+\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)} \varphi^{\prime}(\beta)-\alpha \varphi^{\prime}(\beta)=0 .
\end{aligned}
$$

Analogously, we can prove the identities for another three Green's functions.

In the rest of the paper, for the sake of simplicity, let us denote

$$
\begin{equation*}
\mathscr{G}_{i}(s)=G_{i}\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}, s\right)-\left(G_{i}(\alpha, s)+G_{i}(\beta, s)-\frac{\int_{a}^{b} G_{i}(g(x), s) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right), \tag{12}
\end{equation*}
$$

for $i=1,2,3,4$.
In the same way as in [6] we generalize inequality (2) for $n$-convex functions using the following Taylor's formula with the integral remainder.

Let $n$ be a positive integer, function $\varphi:[\alpha, \beta] \rightarrow \mathbb{R}$ such that $\varphi^{(n-1)}$ is absolutely continuous, and $c \in[\alpha, \beta]$. Then for all $x \in[\alpha, \beta]$

$$
\begin{equation*}
\varphi(x)=T_{n-1}(\varphi ; c, x)+R_{n-1}(\varphi ; c, x) \tag{13}
\end{equation*}
$$

holds, where

$$
\begin{equation*}
T_{n-1}(\varphi ; c, x)=\sum_{k=0}^{n-1} \frac{\varphi^{(k)}(c)}{k!}(x-c)^{k} \tag{14}
\end{equation*}
$$

is Taylor's polynomial of degree $n-1$, and the remainder is given by

$$
\begin{equation*}
R_{n-1}(\varphi ; c, x)=\frac{1}{(n-1)!} \int_{c}^{x} \varphi^{(n)}(t)(x-t)^{n-1} \mathrm{~d} t \tag{15}
\end{equation*}
$$

Applying Taylor's formula (13) at the points $\alpha$ and $\beta$, respectively, and replacing $n$ by $n-2(n \geqslant 3)$ we have

$$
\begin{equation*}
\varphi^{\prime \prime}(s)=\sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!}(s-\alpha)^{k}+\frac{1}{(n-3)!} \int_{\alpha}^{s} \varphi^{(n)}(t)(s-t)^{n-3} \mathrm{~d} t \tag{16}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi^{\prime \prime}(s)=\sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!}(-1)^{k}(\beta-s)^{k}-\frac{1}{(n-3)!} \int_{s}^{\beta} \varphi^{(n)}(t)(s-t)^{n-3} \mathrm{~d} t \tag{17}
\end{equation*}
$$

Proofs of the following theorems utilize the main ideas from the proofs of the similar theorems in [6], so we omit them here.

Lemma 2. Let $g:[a, b] \rightarrow \mathbb{R}, \lambda:[a, b] \rightarrow \mathbb{R}$ be as in Lemma 1 , and $\mathscr{G}_{i}:[\alpha, \beta] \rightarrow$ $\mathbb{R}, i=1,2,3,4$ defined by (12). Then for every function $\varphi:[\alpha, \beta] \rightarrow \mathbb{R}$ such that $\varphi^{(n-1)}$ is absolutely continuous for some $n \geqslant 3$, the identities

$$
\begin{align*}
& \varphi\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)-\left(\varphi(\alpha)+\varphi(\beta)-\frac{\int_{a}^{b} \varphi(g(x)) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \\
= & \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} \int_{\alpha}^{\beta} \mathscr{G}_{i}(s)(s-\alpha)^{k} \mathrm{~d} s+\frac{1}{(n-3)!} \int_{\alpha}^{\beta}\left(\int_{t}^{\beta} \mathscr{G}_{i}(s)(s-t)^{n-3} \mathrm{~d} s\right) \varphi^{(n)}(t) \mathrm{d} t \tag{18}
\end{align*}
$$

and

$$
\begin{align*}
& \varphi\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)-\left(\varphi(\alpha)+\varphi(\beta)-\frac{\int_{a}^{b} \varphi(g(x)) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \\
= & \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!}(-1)^{k} \int_{\alpha}^{\beta} \mathscr{G}_{i}(s)(\beta-s)^{k} \mathrm{~d} s-\frac{1}{(n-3)!} \int_{\alpha}^{\beta}\left(\int_{\alpha}^{t} \mathscr{G}_{i}(s)(s-t)^{n-3} \mathrm{~d} s\right) \varphi^{(n)}(t) \mathrm{d} t \tag{19}
\end{align*}
$$

hold for $i=1,2,3,4$.
Using Lemma 2 we can get the following generalizations of the Jensen-Mercer inequality for $n$-convex functions.

THEOREM 1. Let $g:[a, b] \rightarrow \mathbb{R}$ be a continuous function, and $[\alpha, \beta]$ be an interval such that the image of $g$ is a subset of $[\alpha, \beta]$. Let $\lambda:[a, b] \rightarrow \mathbb{R}$ be either continuous or of bounded variation, and such that $\lambda(a) \neq \lambda(b)$ and $\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)} \in[\alpha, \beta]$. Let $\mathscr{G}_{i}:[\alpha, \beta] \rightarrow \mathbb{R}, i=1,2,3,4$ be defined by (12). Let $\varphi:[\alpha, \beta] \rightarrow \mathbb{R}$ be a $n$-convex function such that $\varphi^{(n-1)}$ is absolutely continuous for some $n \geqslant 3$.
(i) Then the inequality

$$
\begin{align*}
& \varphi\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)-\left(\varphi(\alpha)+\varphi(\beta)-\frac{\int_{a}^{b} \varphi(g(x)) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \\
\leqslant & \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!} \int_{\alpha}^{\beta} \mathscr{G}_{i}(s)(s-\alpha)^{k} \mathrm{~d} s \tag{20}
\end{align*}
$$

holds for $i=1,2,3,4$. Moreover, if $\varphi^{(k)}(\alpha) \geqslant 0$ for $k=2,3, \ldots, n-1$, then the right hand side of (20) is negative or equals zero and (2) holds.
(ii) If $n$ is even then the inequality

$$
\begin{align*}
& \varphi\left(\alpha+\beta-\frac{\int_{a}^{b} g(x) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right)-\left(\varphi(\alpha)+\varphi(\beta)-\frac{\int_{a}^{b} \varphi(g(x)) \mathrm{d} \lambda(x)}{\int_{a}^{b} \mathrm{~d} \lambda(x)}\right) \\
\leqslant & \sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!}(-1)^{k} \int_{\alpha}^{\beta} \mathscr{G}_{i}(s)(\beta-s)^{k} \mathrm{~d} s \tag{21}
\end{align*}
$$

holds for $i=1,2,3,4$. Moreover, if $\varphi^{(k)}(\beta) \geqslant 0$ for $k=2,4, \ldots, n-2$ and $\varphi^{(k)}(\beta) \leqslant 0$ for $k=3,5, \ldots, n-1$, then the right hand side of (21) is negative or equals zero and (2) holds.
(iii) If $n$ is odd then the reversed inequality (21) holds. Moreover, if $\varphi^{(k)}(\beta) \leqslant 0$ for $k=2,4, \ldots, n-1$ and $\varphi^{(k)}(\beta) \geqslant 0$ for $k=3,5, \ldots, n-2$, then the right hand side of the reversed inequality (21) is nonnegative and reverse inequality in (2) holds.

REMARK 2. The right hand side of (20) can be written in the form

$$
\int_{\alpha}^{\beta} \mathscr{G}_{i}(s)\left(\sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!}(s-\alpha)^{k}\right) \mathrm{d} s
$$

Hence, in case $T_{n-3}(\varphi ; \alpha, s)=\sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\alpha)}{k!}(s-\alpha)^{k} \geqslant 0$ it is negative or equals zero and inequality (2) holds. Similarly, the right hand side of (21) can be written in the form

$$
\int_{\alpha}^{\beta} \mathscr{G}_{i}(s)\left(\sum_{k=0}^{n-3} \frac{\varphi^{(k+2)}(\beta)}{k!}(s-\beta)^{k}\right) \mathrm{d} s
$$

Therefore, in case $n$ is even and $T_{n-3}(\varphi ; \beta, s) \geqslant 0$ inequality (2) holds, while in case $n$ is odd and $T_{n-3}(\varphi ; \beta, s) \leqslant 0$ reverse inequality in (2) holds.

REMARK 3. By use of inequalities (20) and (21) we can obtain similar results to those from [6] related to Čebyšev functionals and Ostrowski type inequalities. We can also obtain other related results, analogous to those in [2] and [5], using the main ideas from [3] and [4]. In particular, we can produce new families of $n$-exponentially convex and exponentially convex functions, applying functionals, constructed as differences of the right hand side and left hand side of some of the inequalities derived earlier, on some given families with the same property.
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