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#### Abstract

This paper is devoted to provide sharp bounds for the $q$-gamma function from below and above for all $q>0$ by means of investigating the monotonicity property to analytical functions involving logarithm $q$-gamma function. It turns out that these results refine and improve lower and upper bounds for the $q$-gamma function which have been given by Salem [13].


## 1. Introduction

The $q$-gamma function is defined as [11]

$$
\begin{equation*}
\Gamma_{q}(x)=|1-q|^{1-x} q^{\frac{x(x-1)}{2}} H(q-1) \prod_{n=0}^{\infty} \frac{1-\hat{q}^{n+1}}{1-\hat{q}^{n+x}}, \quad 0<q \neq 1 \tag{1}
\end{equation*}
$$

where $|\cdot|$ is the absolute value, $H(\cdot)$ denotes the Heaviside step function and

$$
\hat{q}= \begin{cases}q & \text { if } \quad 0<q \leqslant 1 \\ q^{-1} & \text { if } \quad q \geqslant 1 .\end{cases}
$$

The close connection between two branches of the $q$-gamma function when $0<q<1$ and $q \geqslant 1$ is given by

$$
\begin{equation*}
\Gamma_{q}(x)=q^{\frac{(x-1)(x-2)}{2}} \Gamma_{q^{-1}}(x), \quad q \geqslant 1 . \tag{2}
\end{equation*}
$$

In the recent past, numerous papers were published presenting remarkable inequalities involving the $q$-gamma function (see $[13,14,15,16,2,17,18,19,20,21,22,23,24,4,5$, $7,3,8,6,9$ ] and the extensive list of references given therein). The author in [13] proved that the function

$$
\begin{equation*}
F_{q}(x)=\frac{\log \Gamma_{q}(x+1)-\frac{x(x-1)}{2} H(q-1) \log q}{x \log [x]_{q}-x(x-1) H(q-1) \log q}, \quad 0<x \neq 1, \quad q>0 \tag{3}
\end{equation*}
$$

[^0]and $F_{q}(1)=1-\hat{q}^{-1} \gamma_{\hat{q}}$ where $[x]_{q}=\left(1-q^{x}\right) /(1-q)$, is increasing on $(0, \infty)$ and used this result to establish sharp bounds for the $q$-gamma function stated for $q>0$ as
\[

$$
\begin{equation*}
q^{\frac{x(1-x)}{2} H(q-1)}[x]_{q}^{\alpha x-1} \leqslant \Gamma_{q}(x) \leqslant q^{\frac{x(x-1)}{2} H(q-1)}[x]_{q}^{\beta x-1}, \quad x \in(0,1] \tag{4}
\end{equation*}
$$

\]

with the best possible constants $\alpha=1$ and $\beta=0$ and

$$
\begin{equation*}
q^{\frac{x(1-x)}{2}(2 \alpha-1) H(q-1)}[x]_{q}^{\alpha x-1} \leqslant \Gamma_{q}(x) \leqslant q^{\frac{x(1-x)}{2} H(q-1)}[x]_{q}^{\beta x-1}, \quad x \in[1, \infty) \tag{5}
\end{equation*}
$$

with the best possible constants $\alpha=1-\hat{q}^{-1} \gamma_{\hat{q}}$ and $\beta=1$, where $\gamma_{q}$ is the $q$-analogue of the Euler-Mascheroni constant defined as

$$
\begin{equation*}
\gamma_{q}=\frac{1-q}{\log q} \psi_{q}(1) \tag{6}
\end{equation*}
$$

and $\psi_{q}(x)$ denotes the $q$-digamma function which is defined as the logarithmic derivative of the $q$-gamma function

$$
\begin{equation*}
\psi_{q}(x)=\frac{d}{d x}\left(\log \Gamma_{q}(x)\right)=\frac{\Gamma_{q}^{\prime}(x)}{\Gamma_{q}(x)} \tag{7}
\end{equation*}
$$

The $q$-digamma function $\psi_{q}(x)$ appeared in the work of Krattenthaler and Srivastava [10] where they studied the summations for basic hypergeometric series. Some of its properties are presented and proved in their work and also in [25]. From (1), the $q$ digamma function, for $0<q<1$ and for all real variable $x>0$, can be represented as

$$
\begin{equation*}
\psi_{q}(x)=-\log (1-q)+\log q \sum_{k=1}^{\infty} \frac{q^{x k}}{1-q^{k}} \tag{8}
\end{equation*}
$$

and satisfies the identity (see [25])

$$
\begin{equation*}
\psi_{q}(x+1)=\psi_{q}(x)-\frac{q^{x} \log q}{1-q^{x}} \tag{9}
\end{equation*}
$$

The $n$th derivatives of the $q$-gamma function is the so-called the $q$-polygamma functions which can be represented as

$$
\begin{equation*}
\psi_{q}^{(n)}(x)=\log ^{n+1} q \sum_{k=1}^{\infty} \frac{k^{n} q^{\gamma k}}{1-q^{k}}, \quad n \in \mathbb{N}, 0<q<1 \tag{10}
\end{equation*}
$$

The purpose of this paper is to establish inequalities companion to the inequalities (4) and (5). These improvements will be shown in Theorems 1 and 5 and will be compared with the previous results (4) and (5) in the final section. It will turn out that the new results are superior.

We need the following inequalities. In [23] (Corollaries 3.5 and 3.6), it is proven that

$$
\begin{equation*}
\beta_{1}(1)<\psi_{q}(x)<\beta_{1}(2) \tag{11}
\end{equation*}
$$

holds true for all positive reals $x$ and $q$, where

$$
\begin{aligned}
& \beta_{1}(1)=\log [x]_{q}+\frac{1}{2} \frac{q^{x} \log q}{1-q^{x}}-\frac{1}{12} \frac{q^{x} \log ^{2} q}{\left(1-q^{x}\right)^{2}} \\
& \beta_{1}(2)=\beta_{1}(1)+\frac{1}{720} \frac{\left(q^{2 x}+4 q^{x}+1\right) q^{x} \log ^{4} q}{\left(1-q^{x}\right)^{4}}
\end{aligned}
$$

and the inequalities

$$
\begin{align*}
& \psi_{q}(x)<\log [x]_{q}+\frac{1}{2} \frac{q^{x} \log q}{1-q^{x}}  \tag{12}\\
& \psi_{q}^{\prime}(x)>-\beta_{2}(0)=-\frac{q^{x} \log q}{1-q^{x}}+\frac{1}{2} \frac{q^{x} \log ^{2} q}{\left(1-q^{x}\right)^{2}} \tag{13}
\end{align*}
$$

hold true for all positive reals $x$ and $q$. Also, we need the inequalities obtained in [19] (Corollary 3.7):

$$
\begin{align*}
\log [x]_{q}+\frac{q^{x} \log q}{1-q^{x}} & <\psi_{q}(x)<\log [x]_{q}+\frac{1-q+\log q}{(1-q) \log q} \frac{q^{x} \log q}{1-q^{x}}  \tag{14}\\
\psi_{q}^{\prime}(x) & >-\frac{q^{x} \log q}{1-q^{x}}+\frac{1-q+\log q}{(1-q) \log q} \frac{q^{x} \log ^{2} q}{\left(1-q^{x}\right)^{2}} \tag{15}
\end{align*}
$$

hold for all $x>0$ and $0<q<1$ and the inequality (3.3) obtained in [17]:

$$
\begin{equation*}
\psi_{q}(x)>\log [x]_{q}+\frac{1}{2} \frac{q^{x} \log q}{1-q^{x}}+\frac{2(1-q+\log q)-(1-q) \log q}{2(1-q) \log ^{2} q} \frac{q^{x} \log ^{2} q}{\left(1-q^{x}\right)^{2}} \tag{16}
\end{equation*}
$$

holds for all $x>0$ and $0<q<1$.

## 2. Useful lemmas

The following lemmas will be used in the proofs of the main results of this paper.

Lemma 1. Let $k \in \mathbb{N}$ and $0<q<1$. Then

$$
\begin{equation*}
k q^{k} \log q<1-q^{k} \leqslant k(1-q)<-k \log q . \tag{17}
\end{equation*}
$$

Lemma 2. Let $\gamma_{q}$ be defined in (6). Let

$$
\begin{equation*}
\alpha(q)=1-q^{-1} \gamma_{q}, \quad \delta(q)=\frac{1}{2 q}\left(\psi_{q}(1)-\frac{1-q}{\log q} \psi_{q}^{\prime}(1)\right) \tag{18}
\end{equation*}
$$

If $0<q<1$, then $q / 2<\gamma_{q}<q, 0<\alpha(q)<1 / 2$, and $\alpha(q)<\delta(q)$.

Proof. By virtue of (14) at $x=1$, we get $\psi_{q}(1)>\frac{q \log q}{1-q}$ which, by using (6), gives $\gamma_{q}<q$. Moreover, by using the inequality (12) at $x=1$, we can see that $\gamma_{q}>\frac{1}{2} q$. Therefore, we have $\frac{1}{2} q<\gamma_{q}<q$ which yields $0<\alpha(q)<\frac{1}{2}$.

From (14) at $x=1$, we get

$$
\alpha(q)=1-\frac{1-q}{q \log q} \psi_{q}(1)<1-\frac{1-q+\log q}{(1-q) \log q}
$$

and from (15) and (16) at $x=1$, we get

$$
\delta(q)>\frac{1}{2}+\frac{2 q(1-q+\log q)-q(1-q) \log q}{4(1-q)^{3}} .
$$

Whence

$$
\begin{aligned}
\alpha(q)-\delta(q) & <-\frac{4(1-q)^{3}+2(1-q)\left(1+q-q^{2}\right) \log q+q(1+q) \log ^{2} q}{4(1-q)^{3} \log q} \\
& =-\frac{q(1+q)}{4(1-q)^{3} \log q} u_{1}(q) v_{1}(q)
\end{aligned}
$$

where

$$
u_{1}(q)=\log q+\frac{2(1-q)}{1+q} \quad \text { and } \quad v_{1}(q)=\log q+\frac{2(1-q)^{2}}{q}
$$

By differentiating $u_{1}$ gives

$$
u_{1}^{\prime}(q)=\frac{(1-q)^{2}}{q(1+q)^{2}}
$$

It is clear that $u_{1}^{\prime}(q)>0$ for all $0<q<1$ which yields $u_{1}(q)$ is increasing on $(0,1)$. Since $u_{1}(1)=0$, then $u_{1}(q)<0$ for all $0<q<1$.

Regarding to the $v_{1}(q)$, using (17) gives

$$
v_{1}(q)>-\frac{1-q}{q}+\frac{2(1-q)^{2}}{q}=\frac{(1-q)(1-2 q)}{q} .
$$

It is obvious that $v_{1}(q)<0$ if $0<q<1 / 2$. In view of the above, we get $\alpha(q)<\delta(q)$ for all $0<q<1 / 2$.

On the other hand, from (11) and (13) at $x=1$, we get

$$
\begin{aligned}
\alpha(q)-\delta(q) & <1-\frac{1-q}{q \log q} \beta_{1}(2)-\frac{1}{2 q}\left(\beta_{1}(1)+\frac{1-q}{\log q} \beta_{2}(0)\right) \\
& =-\frac{\log q}{720(1-q)^{3}}\left(-60(1-q)^{2}-30(1-q) \log q+\left(1+4 q+q^{2}\right) \log ^{2} q\right) \\
& =-\frac{\left(1+4 q+q^{2}\right) \log q}{720(1-q)^{3}} u_{2}(q) v_{2}(q)
\end{aligned}
$$

where

$$
u_{2}(q)=\log q-\frac{15+\sqrt{15} \sqrt{4 q^{2}+16 q+19}}{1+4 q+q^{2}}(1-q)
$$

and

$$
v_{2}(q)=\log q-\frac{15-\sqrt{15} \sqrt{4 q^{2}+16 q+19}}{1+4 q+q^{2}}(1-q)
$$

It is clear that $u_{2}(q)<0$ for all $0<q<1$. Differentiation gives

$$
v_{2}^{\prime}(q)=\frac{-s(q)}{q\left(1+4 q+q^{2}\right)^{2}}\left(\frac{\sqrt{15}}{\sqrt{19+16 q+4 q^{2}}}-\frac{\ell(q)}{s(q)}\right) .
$$

where

$$
s(q)=87 q+90 q^{2}+45 q^{3}+12 q^{4}
$$

and

$$
\ell(q)=1+83 q+48 q^{2}-7 q^{3}+q^{4}
$$

Let the function

$$
z(q)=\frac{15}{19+16 q+4 q^{2}}-\left(\frac{\ell(q)}{s(q)}\right)^{2}=-\frac{\left(1+4 q+q^{2}\right)^{2} n(q)}{\left(19+16 q+4 q^{2}\right) s^{2}(q)}
$$

where

$$
n(q)=19+3018 q-2646 q^{2}-4658 q^{3}-1281 q^{4}-72 q^{5}+4 q^{6}
$$

Differentiations give

$$
\begin{aligned}
& n^{\prime}(q)=3018-5292 q-13974 q^{2}-5124 q^{3}-360 q^{4}+24 q^{5} \\
& n^{\prime \prime}(q)=-5292-27948 q-15372 q^{2}-1320 q^{3}-120 q^{3}(1-q)
\end{aligned}
$$

It is obvious that $n^{\prime \prime}(q)<0$ for all $0<q<1$ which leads to $n^{\prime}(q)$ is decreasing on $(0,1)$. Since $n^{\prime}(0)=3018$ and $n^{\prime}(1)=-21708$, then there exists $q_{0} \in(0,1)$ such that $n^{\prime}(q)>0$ for all $q<q_{0}$ and $n^{\prime}(q)<0$ for all $q>q_{0}$ which yield $n(q)$ is increasing on $\left(0, q_{0}\right)$ and decreasing on $\left(q_{0}, 1\right)$. Since $n(0)=19$ and $n(1)=-5616$, then there exists $q_{1} \in\left(q_{0}, 1\right)$ such that $n(q)>0$ for all $q<q_{1}$ and $n(q)<0$ for all $q>q_{1}$ which yield $z(q)>0$ for all $q>q_{1}$ and $z(q)<0$ for all $q<q_{1}$. This concludes that $v_{2}^{\prime}(q)>0$ for all $q<q_{1}$ and $z(q)<0$ for all $q>q_{1}$ which leads to $v_{2}(q)$ is increasing on $\left(0, q_{1}\right)$ and decreasing on $\left(q_{1}, 1\right)$. Since $v_{2}(0)=-\infty$ and $v_{2}(1)=0$, then there exists a unique root at $q=q_{2}\left(q_{2} \simeq 0.278909\right.$ numerically by Mathematica) such that $v_{2}(q)<0$ for all $q<q_{2}$ and $v_{2}(q) \geqslant 0$ for all $q>q_{2}$. In conclusion, the function $\alpha(q)-\delta(q)<0$ for all $q>q_{2} \simeq 0.278909$.

Lemma 3. The function

$$
\begin{equation*}
\lambda(k)=\sum_{r=1}^{k} \frac{1-q^{r}+r \log q}{r\left(1-q^{r}\right)}-\frac{1-q^{k}+k \log q}{1-q^{k}} \tag{19}
\end{equation*}
$$

is nonnegative for all $k \in \mathbb{N}$ and $q \in(0,1)$.

Proof. Let $\Delta$ be the forward shift operator and $\Delta^{n}=\Delta\left(\Delta^{n-1}\right)$. Then

$$
\Delta \lambda(k)=\frac{\lambda_{1}(k)}{(k+1)\left(1-q^{k}\right)\left(1-q^{k+1}\right)}
$$

where

$$
\lambda_{1}(k)=\left(1-q^{k}\right)\left(1-q^{k+1}\right)+k(k+1)(1-q) q^{k} \log q
$$

Again, $\Delta \lambda_{1}(k)=(1-q) q^{k} \lambda_{2}(k)$ where

$$
\lambda_{2}(k)=(1+q)\left(1-q^{k+1}\right)-(k+1)(k(1-q)-2 q) \log q
$$

and then, we get

$$
\Delta \lambda_{2}(k)=\left(1-q^{2}\right) q^{k+1}-2(k+1)(1-q) \log q+2 q \log q
$$

In view of (17), we get $-2 \log q>1-q^{2}$ and $(k+1)(1-q)>1-q^{k+1}$, which yield

$$
\Delta \lambda_{2}(k)>\left(1-q^{2}\right) q^{k+1}+\left(1-q^{2}\right)\left(1-q^{k+1}\right)+2 q \log q=1-q^{2}+2 q \log q
$$

It is easy to see that $\Delta \lambda_{2}(k)>0$ for all positive integer $k$ and $0<q<1$, which yields that the function $\lambda_{2}(k)$ is increasing for all $k \geqslant 1$. To show the positivity of $\lambda_{2}(k)$, we have

$$
\lambda_{2}(1)=(1+q)\left(1-q^{2}\right)-2(1-q) \log q+4 q \log q>2\left(1-q^{2}+2 q \log q\right)>0
$$

Also, we have

$$
\lambda_{1}(1)=(1-q)\left(1-q^{2}+2 q \log q\right)>0
$$

Hence, $\lambda_{1}(k)>0$ for all $k \in \mathbb{N}$ which lead to the function $\lambda(k)$ is increasing for all $k \in \mathbb{N}$. Since $\lambda(1)=0$, then $\lambda(k) \geqslant 0$ for all $k \in \mathbb{N}$.

Lemma 4. The function

$$
\begin{equation*}
\mu(k)=\frac{k(k-1)^{2}(k-2)}{1-q^{k}}+2 k \sum_{r=1}^{k-1} \frac{r(3 r-1)}{1-q^{r}}-2 \sum_{r=1}^{k-1} \frac{r\left(6 r^{2}-3 r+1\right)}{1-q^{r}} \tag{20}
\end{equation*}
$$

is nonnegative for all $k \in \mathbb{N}$ and $q \in(0,1)$.
Proof. Forward shift operator gives

$$
\Delta \mu(k)=2 \sum_{r=1}^{k} \frac{r(3 r-1)}{1-q^{r}}+\frac{k^{2}\left(k^{2}-1\right)}{1-q^{k+1}}-\frac{k^{2}(k+1)^{2}}{1-q^{k}}
$$

The second forward shift operator gives

$$
\begin{aligned}
\Delta^{2} \mu(k) & =\frac{k^{2}(k+1)^{2}}{1-q^{k}}-\frac{2 k(k+1)^{3}}{1-q^{k+1}}+\frac{k(k+1)^{2}(k+2)}{1-q^{k+2}} \\
& =\frac{k(k+1)^{2}(1-q) q^{k} t(k)}{\left(1-q^{k}\right)\left(1-q^{k+1}\right)\left(1-q^{k+2}\right)}
\end{aligned}
$$

where

$$
\begin{equation*}
t(k)=k(1-q)\left(1+q^{k+1}\right)-2 q\left(1-q^{k}\right) \tag{21}
\end{equation*}
$$

Then, we have

$$
\begin{aligned}
\Delta t(k) & =(1-q)\left(1-q^{k+1}(1+(1-q)(k+1))\right) \\
\Delta^{2} t(k) & =(1-q)^{3} q^{k+1}(k+2) \geqslant 0, \quad k \geqslant-2
\end{aligned}
$$

Since $\Delta t(-1)=0$, then $\Delta t(k) \geqslant 0$ for all $k \geqslant-1$. Also, since $t(0)=0$, then $t(k) \geqslant 0$ for all $k \geqslant 0$ which reveals that $\Delta^{2} \mu(k) \geqslant 0$ for all $k \geqslant 0$. It is not difficult to see that $\Delta \mu(1)=0$ which leads to $\Delta \mu(k) \geqslant 0$ for all $k \in \mathbb{N}$. Since $\mu(1)=0$, then $\mu(k) \geqslant 0$ for all $k \in \mathbb{N}$.

Lemma 5. The function

$$
\begin{equation*}
\eta(k)=\frac{k(k-1)^{2}}{1-q^{k}}+2 \sum_{r=1}^{k-1} \frac{r(k-3 r)}{1-q^{r}}-\frac{2(k-1)}{\log q} \tag{22}
\end{equation*}
$$

is nonnegative for all $k \in \mathbb{N}$ and $q \in(0,1)$.

Proof. Forward shift operator gives

$$
\Delta \eta(k)=\frac{k^{2}(k+1)}{1-q^{k+1}}-\frac{k(k+1)^{2}}{1-q^{k}}+2 \sum_{r=1}^{k} \frac{r}{1-q^{r}}-\frac{2}{\log q}
$$

and

$$
\Delta^{2} \eta(k)=\frac{(k+1)^{2}(1-q) q^{k} t(k)}{\left(1-q^{k}\right)\left(1-q^{k+1}\right)\left(1-q^{k+2}\right)}
$$

where $t(k)$ is defined in (21), which yields that the function $\Delta^{2} \eta(k)>0$. Computing $\Delta \eta(1)$ gets

$$
\Delta \eta(1)=\frac{-2\left(1-q^{2}+q \log q\right)}{\left(1-q^{2}\right) \log q}>0
$$

which means that $\Delta \eta(k)>0$ for all $k \in \mathbb{N}$. Since $\eta(1)=0$, then $\eta(k)>0$ for all $k \in \mathbb{N}$.

Lemma 6. Let $a$ and $q$ be positive reals with $0<q<1$ and

$$
\begin{equation*}
\varphi_{a}(x)=\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} \psi_{q}^{\prime}(x+1)+\frac{2 a\left(1-q^{x}\right)}{\log q}+a x \tag{23}
\end{equation*}
$$

Then there exists $\bar{x}>0$ such that $\varphi_{a}(x) \leqslant 0$ for all $x \leqslant \bar{x}$ and $\varphi_{a}(x)>0$ for all $x>\bar{x}$.

Proof. Differentiations give

$$
\begin{align*}
& \varphi_{a}^{\prime}(x)=\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} \psi_{q}^{\prime \prime}(x+1)-\frac{1-q^{2 x}}{q^{x} \log q} \psi_{q}^{\prime}(x+1)-2 a q^{x}+a  \tag{24}\\
& \varphi_{a}^{\prime \prime}(x)=\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} \psi_{q}^{\prime \prime \prime}(x+1)-\frac{2\left(1-q^{2 x}\right)}{q^{x} \log q} \psi_{q}^{\prime \prime}(x+1)+\frac{1+q^{2 x}}{q^{x}} \psi_{q}^{\prime}(x+1)-2 a q^{x} \log q \tag{25}
\end{align*}
$$

Inserting the identity (9) and its derivatives into the last equation with supposing $\phi(x)=$ $q^{-x} \varphi_{a}^{\prime \prime}(x)$ yields

$$
\begin{equation*}
\phi(x)=\frac{\left(1-q^{x}\right)^{2}}{q^{2 x} \log ^{2} q} \psi_{q}^{\prime \prime \prime}(x)-\frac{2\left(1-q^{2 x}\right)}{q^{2 x} \log q} \psi_{q}^{\prime \prime}(x)+\frac{1+q^{2 x}}{q^{2 x}} \psi_{q}^{\prime}(x)-2 a \log q \tag{26}
\end{equation*}
$$

which has the derivative
$\frac{q^{2 x} \log ^{2} q}{\left(1-q^{x}\right)^{2}} \phi^{\prime}(x)=\psi_{q}^{(4)}(x)-\frac{2\left(2+q^{x}\right) \log q}{1-q^{x}} \psi_{q}^{\prime \prime \prime}(x)+\frac{\left(5+q^{2 x}\right) \log ^{2} q}{\left(1-q^{x}\right)^{2}} \psi_{q}^{\prime \prime}(x)-\frac{2 \log ^{3} q}{\left(1-q^{x}\right)^{2}} \psi_{q}^{\prime}(x)$.
With using (8), the binomial theorem and the Cauchy product rule lead to

$$
\begin{aligned}
& \left(1-q^{x}\right)^{-1} \psi_{q}^{\prime \prime \prime}(x)=\log ^{4} q \sum_{k=1}^{\infty} q^{x k} \sum_{r=1}^{k} \frac{r^{3}}{1-q^{r}} \\
& \left(1-q^{x}\right)^{-2} \psi_{q}^{\prime \prime}(x)=\log ^{3} \sum_{k=1}^{\infty} q^{x k} \sum_{r=1}^{k} \frac{r^{2}(k-r+1)}{1-q^{r}} \\
& \left(1-q^{x}\right)^{-2} \psi_{q}^{\prime}(x)=\log ^{2} q \sum_{k=1}^{\infty} q^{x k} \sum_{r=1}^{k} \frac{r(k-r+1)}{1-q^{r}}
\end{aligned}
$$

which can be inserted into (27) to obtain

$$
\begin{aligned}
\frac{q^{2 x}}{\left(1-q^{x}\right)^{2} \log ^{3} q} \phi^{\prime}(x)= & \sum_{k=2}^{\infty} q^{x k}\left\{\frac{k^{4}}{1-q^{k}}+\sum_{r=1}^{k} \frac{r\left(k(5 r-2)-9 r^{2}+7 r-2\right)}{1-q^{r}}\right\} \\
& -2 \sum_{k=2}^{\infty} q^{x k} \sum_{r=1}^{k-1} \frac{r^{3}}{1-q^{r}}+\sum_{k=3}^{\infty} q^{x k} \sum_{r=1}^{k-2} \frac{r^{2}(k-r-1)}{1-q^{r}} \\
= & \sum_{k=3}^{\infty} q^{x k}\left\{\frac{k(k-1)^{2}(k-2)}{1-q^{k}}+\sum_{r=1}^{k-1} \frac{r\left(k(5 r-2)-11 r^{2}+7 r-2\right)}{1-q^{r}}\right\} \\
& +\sum_{k=3}^{\infty} q^{x k} \sum_{r=1}^{k-1} \frac{r^{2}(k-r-1)}{1-q^{r}}=\sum_{k=3}^{\infty} q^{x k} \mu(k)
\end{aligned}
$$

where $\mu(k)$ defined in (20), which means that $\phi^{\prime}(x)<0$ for all $x \geqslant 0$ and so the function $\phi(x)$ is decreasing on $(0, \infty)$. From (25), we have

$$
\phi(0)=\varphi_{a}^{\prime \prime}(0)=2 \psi_{q}^{\prime}(1)-2 a \log q>0
$$

and from (26) with aiding (10), we get

$$
\lim _{x \rightarrow \infty} \phi(x)=\frac{2 \log ^{2} q}{1-q^{2}}-\frac{2 \log ^{2} q}{1-q}-2 a \log q=\frac{-2 \log q}{1-q^{2}}\left[q \log q+a\left(1-q^{2}\right)\right] .
$$

Consequently, we have two cases:
The first case: When $a \geqslant-\frac{q \log q}{1-q^{2}}$, then $\phi(x)>0$ for all $x \geqslant 0$ and so does the function $\varphi_{a}^{\prime \prime}(x)$ which leads to $\varphi_{a}^{\prime}(x)$ is increasing on $(0, \infty)$. It is not difficult, from (24), to show that

$$
\begin{equation*}
\varphi_{a}^{\prime}(0)=-a<0 \quad \text { and } \quad \lim _{x \rightarrow \infty} \varphi_{a}^{\prime}(x)=a>0 \tag{28}
\end{equation*}
$$

and so there exists $x_{0}>0$ such that $\varphi_{a}^{\prime}(x)<0$ for all $x<x_{0}$ and $\varphi_{a}^{\prime}(x)>0$ for all $x>x_{0}$ which yields $\varphi_{a}(x)$ is decreasing on $\left(0, x_{0}\right)$ and increasing on $\left(x_{0}, \infty\right)$.

The second case: When $a<-\frac{q \log q}{1-q^{2}}$, then there exists $0<x_{1}<\infty$ such that $\phi(x)>0$ for all $x<x_{1}$ and $\phi(x)<0$ for all $x>x_{1}$ and so does the function $\varphi_{a}^{\prime \prime}(x)$ which reveals that $\varphi_{a}^{\prime}(x)$ is increasing on $\left(0, x_{1}\right)$ and decreasing on $\left(x_{1}, \infty\right)$. By virtue of (28), we see that $\varphi_{a}^{\prime}\left(x_{1}\right)>0$ and so there exists $0<x_{2}<x_{1}$ such that $\varphi_{a}^{\prime}(x)<0$ for all $x<x_{2}$ and $\varphi_{a}^{\prime}(x)>0$ for all $x>x_{2}$.

In view of both cases for all $a>0$, we conclude that there exists $0<\tilde{x}<\infty$ such that $\varphi_{a}(x)$ is decreasing on $(0, \tilde{x})$ and increasing on $(\tilde{x}, \infty)$. From (23), we get $\varphi_{a}(0)=0$ and $\lim _{x \rightarrow \infty} \varphi_{a}(x)=\infty$ which mean that $\varphi_{a}(\tilde{x})<0$ and there exists $\bar{x}>\tilde{x}>0$ such that $\varphi_{a}(x) \leqslant 0$ for all $x \leqslant \bar{x}$ and $\varphi_{a}(x)>0$ for all $x>\bar{x}$.

## 3. The main results

In this section, we prove the following refinements of (4) and (5).
Theorem 1. Let q be positive real. Then

$$
\begin{align*}
& {\left.[x]_{q}^{x-\hat{q}^{-1} \gamma_{\hat{q}}} q^{(x-1)\left(q \gamma_{q}-1\right.}-\frac{1}{2}\right) H(q-1) } \\
& \exp \left(\frac{L i_{2}\left(1-q^{x}\right)-L i_{2}(1-q)}{\log q}\right)  \tag{29}\\
& \leqslant \Gamma_{q}(x) \leqslant[x]_{q}^{x-\frac{1}{2}} \exp \left(\frac{L i_{2}\left(1-q^{x}\right)-L i_{2}(1-q)}{\log q}\right)
\end{align*}
$$

for every $x \geqslant 1$. The constants $\hat{q}^{-1} \gamma_{\hat{q}}$ and $\frac{1}{2}$ are the best possible for all $q>0$. Moreover, the left-hand side inequality holds for all $x>0$ and the right-hand side inequality is reversed for all $x \leqslant 1$.

Proof. Let the function

$$
\begin{equation*}
S_{q}(x)=\log \Gamma_{q}(x)-\left(x-\frac{1}{2}\right) \log [x]_{q}-\frac{\mathrm{Li}_{2}\left(1-q^{x}\right)-\mathrm{Li}_{2}(1-q)}{\log q} \tag{30}
\end{equation*}
$$

be defined for all $x, q \in \mathbb{R}^{+}$, where $\operatorname{Li}_{2}(z)$ is the dilogarithm function defined for all complex argument $z$ as [1]

$$
\mathrm{Li}_{2}(z)=-\int_{0}^{z} \frac{\log (1-t)}{t} d t, \quad z \notin(1, \infty)
$$

which satisfies the identity

$$
\begin{equation*}
\mathrm{Li}_{2}\left(\frac{z-1}{z}\right)=-\mathrm{Li}_{2}(1-z)-\frac{1}{2} \log ^{2} z \tag{31}
\end{equation*}
$$

Let $0<q<1$. Differentiating (30) gives

$$
S_{q}^{\prime}(x)=\psi_{q}(x)-\log [x]_{q}-\frac{1}{2} \frac{q^{x} \log q}{1-q^{x}}=-\frac{1}{2} \sum_{k=1}^{\infty} \frac{q^{x k}}{k\left(1-q^{k}\right)} s(y), \quad y=q^{k}
$$

where

$$
s(y)=(1-y) \log y-2 \log y-2(1-y)=y \sum_{n=3}^{\infty} \frac{\log ^{n}(1 / y)}{n!}(n-2)>0
$$

which yields that $S_{q}^{\prime}(x)<0$ for all $x>0$ and so the function $S_{q}(x)$ is decreasing on $(0, \infty)$. Since $S_{q}(1)=0$, then $S_{q}(x)>0$ for all $x \in(0,1)$ and $S_{q}(x)<0$ for all $x \in$ $(1, \infty)$. When $q \geqslant 1$, in view of (2), (30) and (31), we get $S_{q^{-1}}(x)=S_{q}(x)$. Hence, for all $q \in \mathbb{R}^{+}$, we get $S_{q}(x)>0$ for all $x \in(0,1)$ and $S_{q}(x)<0$ for all $x \in(1, \infty)$. Also, let the function

$$
\begin{align*}
T_{q}(x)= & \log \Gamma_{q}(x)-\left(x-\hat{q}^{-1} \gamma_{\hat{q}}\right) \log [x]_{q}-\frac{\operatorname{Li}_{2}\left(1-q^{x}\right)-\operatorname{Li}_{2}(1-q)}{\log q} \\
& -\frac{(x-1)\left(2 q \gamma_{q^{-1}}-1\right)}{2} H(q-1) \log q \tag{32}
\end{align*}
$$

be defined for all $x, q \in \mathbb{R}^{+}$. Differentiation gives

$$
T_{q}^{\prime}(x)=\psi_{q}(x)-\log [x]_{q}-\frac{\gamma_{q} q^{x-1} \log q}{1-q^{x}}=-\frac{q^{x} \log q}{1-q^{x}} \tau(x), \quad 0<q<1
$$

where

$$
\begin{equation*}
\tau(x)=-\frac{1-q^{x}}{q^{x} \log q}\left(\psi_{q}(x)-\log [x]_{q}\right)+q^{-1} \gamma_{q} . \tag{33}
\end{equation*}
$$

Differentiation gives

$$
\frac{q^{x} \log q}{q^{x}-1} \tau^{\prime}(x)=-\frac{\log q}{1-q^{x}}\left(\psi_{q}(x)-\log [x]_{q}\right)+\psi_{q}^{\prime}(x)+\frac{q^{x} \log q}{1-q^{x}}
$$

Using (7) and Cauchy product rule yield

$$
\frac{q^{x}}{1-q^{x}} \tau^{\prime}(x)=\sum_{k=1}^{\infty} q^{x k} \lambda(k)
$$

Lemma 3 tells that $\tau^{\prime}(x)>0$ for all $x>0$ which yields that $\tau(x)$ is increasing on $(0, \infty)$. It is clear from (6) and (33) that the function $\tau(1)=0$ which gives $\tau(x)<0$ if $x \in(0,1)$ and $\tau(x)>0$ if $x \in(1, \infty)$ and so does the function $T_{q}^{\prime}(x)$. Therefore, the function $T_{q}(x)$ is decreasing on $(0,1)$ and increasing on $(1, \infty)$. In conclusion, since $T_{q}(1)=0$, then we get $T_{q}(x) \geqslant 0$ for all $x>0$. When $q \geqslant 1$, in view of (2), (31) and (32), we get $T_{q}(x)=T_{q^{-1}}(x)$. Hence $T_{q}(x)>0$ for all $x>0$ and $q>0$. The inequality (29) can be rewritten as

$$
\frac{1}{2}<U(x ; q)<\hat{q}^{-1} \gamma_{\hat{q}}-\frac{(x-1)\left(2 q \gamma_{q^{-1}}-1\right)}{2 \log [x]_{q}} H(q-1) \log q
$$

where

$$
U(x ; q)=\frac{\mathrm{Li}_{2}\left(1-q^{x}\right)-\mathrm{Li}_{2}(1-q)}{\log q \log [x]_{q}}+\frac{x \log [x]_{q}-\log \Gamma_{q}(x)}{\log [x]_{q}}
$$

With the Euler-Maclaurin formula, Moak [12] obtained the following $q$-analogue of Stirling formula (see also [24])

$$
\begin{equation*}
\log \Gamma_{q}(x) \sim\left(x-\frac{1}{2}\right) \log [x]_{q}+\frac{\operatorname{Li}_{2}\left(1-q^{x}\right)}{\log q}+\frac{1}{2} H(q-1) \log q+C_{\hat{q}}, \quad x \rightarrow \infty \tag{34}
\end{equation*}
$$

where $C_{\hat{q}}$ is appropriate constant depending on the value of $q$. This asymptotic expansion can be exploited to compute

$$
\lim _{x \rightarrow \infty} U(x ; q)=\frac{1}{2}, \quad q>0
$$

Also, using l'Hôpital's rule yields

$$
\lim _{x \rightarrow 1} U(x ; q)=q^{-1} \gamma_{q}, \quad 0<q<1
$$

When $q \geqslant 1$, we find

$$
\lim _{x \rightarrow 1}\left(\frac{(x-1)\left(2 q \gamma_{q^{-1}}-1\right)}{2 \log [x]_{q}} \log q\right)=\frac{1-q}{2 q}\left(1-2 q \gamma_{q^{-1}}\right)
$$

and thus

$$
\lim _{x \rightarrow 1}\left(U(x ; q)+\frac{(x-1)\left(2 q \gamma_{q^{-1}}-1\right)}{2 \log [x]_{q}} H(q-1) \log q\right)=q^{-1} \gamma_{q}+\frac{1-q}{2 q}\left(1-2 q \gamma_{q^{-1}}\right)
$$

When $q \geqslant 1$, the logarithmic derivative of (2) at $x=1$ gives

$$
q^{-1} \gamma_{q}+\frac{1-q}{2 q}\left(1-2 q \gamma_{q^{-1}}\right)=q \gamma_{q^{-1}}
$$

Therefore, the constants $\frac{1}{2}$ and $\hat{q}^{-1} \gamma_{\hat{q}}$ are the best possible for all $q>0$.

THEOREM 2. Let $q>0$. Then

$$
\begin{equation*}
f_{q}(x)=\log \Gamma_{q}(x+1)-\alpha(\hat{q}) x \log [x]_{q}-\frac{x(x-1)\left(1-2 \alpha\left(q^{-1}\right)\right)}{2} H(q-1) \log q \tag{35}
\end{equation*}
$$

is non-negative for all $x \geqslant 0$, where $\alpha(q)$ is defined in (18).
Proof. Let $0<q<1$. Differentiation gives

$$
\begin{equation*}
f_{q}^{\prime}(x)=\psi_{q}(x+1)-\alpha(q) \log [x]_{q}+\frac{\alpha(q) x q^{x} \log q}{1-q^{x}} \tag{36}
\end{equation*}
$$

and

$$
\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} f_{q}^{\prime \prime}(x)=\varphi_{\alpha(q)}(x)
$$

where $\varphi_{\alpha(q)}(x)$ defined as in (23). By virtue of the results obtained in Lemma 6, there exists $\bar{x}>0$ such that the function $f_{q}^{\prime}(x)$ is decreasing on $(0, \bar{x})$ and increasing on $(\bar{x}, \infty)$. Let $\bar{x} \geqslant 1$ and since $f_{q}^{\prime}(1)=0$, then $f_{q}^{\prime}(x)>0$ for all $x \in(0,1)$ and so $f_{q}(x)$ is increasing on $(0,1)$ which contradicts with $f_{q}(0)=f_{q}(1)=0$. Hence, we have to take $\bar{x}<1$. Since $f_{q}^{\prime}(x)$ is increasing on $(\bar{x}, 1) \subset(\bar{x}, \infty)$, then $f_{q}^{\prime}(\bar{x})<0$. From (36), we get $\lim _{x \rightarrow 0} f_{q}^{\prime}(x)=\infty$ and $\lim _{x \rightarrow \infty} f_{q}^{\prime}(x)=-(1-\alpha(q)) \log (1-q)>0$, where $\alpha(q)<1 / 2$ by Lemma 2, which yields that there exists $0<\overline{\bar{x}}<\bar{x}<1$ such that $f_{q}^{\prime}(x)>0$ for all $x \in(0, \overline{\bar{x}}) \cup(1, \infty)$ and $f_{q}^{\prime}(x)<0$ for all $x \in(\overline{\bar{x}}, 1)$ and so $f_{q}(x)$ is increasing on $(0, \overline{\bar{x}}) \cup(1, \infty)$ and decreasing on $(\overline{\bar{x}}, 1)$. In conclusion, since $f_{q}(0)=f_{q}(1)=0$, then $f_{q}(x) \geqslant 0$ for all $x \geqslant 0$. In view of (2) and (35), we get $f_{q}(x)=f_{q^{-1}}(x)$ for all $q \geqslant 1$ which concludes that $f_{q}(x) \geqslant 0$ for all $x \geqslant 0$ and $q>0$.

THEOREM 3. Let $q>0$. Then

$$
\begin{equation*}
g_{q}(x)=\left(x-\hat{q}^{-1} \gamma_{\hat{q}}\right) \log [x]_{q}-\log \Gamma_{q}(x+1)-\frac{(x-1)\left(x-2 q \gamma_{q^{-1}}\right)}{2} H(q-1) \log q \tag{37}
\end{equation*}
$$

is non-negative for all $x>0$.
Proof. Let $0<q<1$. Differentiation gives

$$
\begin{equation*}
g_{q}^{\prime}(x)=\log [x]_{q}-\frac{\left(x-q^{-1} \gamma_{q}\right) q^{x} \log q}{1-q^{x}}-\psi_{q}(x+1) \tag{38}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} g_{q}^{\prime \prime}(x)=-\frac{2\left(1-q^{x}\right)}{\log q}-x+q^{-1} \gamma_{q}-\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} \psi_{q}^{\prime}(x+1) \triangleq \theta(x) . \tag{39}
\end{equation*}
$$

The function $\theta(x)$ can be represented by using (9) as

$$
\theta(x)=-\frac{2\left(1-q^{x}\right)}{\log q}-x+q^{-1} \gamma_{q}-\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} \psi_{q}^{\prime}(x)+1 .
$$

Differentiation gives

$$
\begin{equation*}
\theta^{\prime}(x)=2 q^{x}-1-\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} \psi_{q}^{\prime \prime}(x)+\frac{1-q^{2 x}}{q^{x} \log q} \psi_{q}^{\prime}(x) \tag{40}
\end{equation*}
$$

and

$$
\frac{q^{x} \log ^{2} q}{\left(1-q^{x}\right)^{2}} \theta^{\prime \prime}(x)=\frac{2 q^{2 x} \log ^{3} q}{\left(1-q^{x}\right)^{2}}-\psi_{q}^{\prime \prime \prime}(x)+\frac{2\left(1+q^{x}\right) \log q}{1-q^{x}} \psi_{q}^{\prime \prime}(x)-\frac{\left(1+q^{2 x}\right) \log ^{2} q}{\left(1-q^{x}\right)^{2}} \psi_{q}^{\prime}(x)
$$

which can be represented as

$$
\frac{q^{x} \log ^{2} q}{\left(1-q^{x}\right)^{2}} \theta^{\prime \prime}(x)=-\log ^{4} q \sum_{k=2}^{\infty} q^{x k} \eta(k)
$$

where $\eta(k)$ defined in (22), and so $\theta^{\prime \prime}(x)<0$ for all $x>0$ which reveals that $\theta^{\prime}(x)$ is decreasing on $(0, \infty)$. According to the equation (40), $\theta^{\prime}(0)=1>0$ and $\lim _{x \rightarrow \infty} \theta^{\prime}(x)=$ $-1<0$, then there exists $x_{0}>0$ such that $\theta^{\prime}(x)>0$ for all $x<x_{0}$ and $\theta^{\prime}(x)<0$ for all $x>x_{0}$ which yields that $\theta(x)$ is increasing on $\left(0, x_{0}\right)$ and decreasing on $\left(x_{0}, \infty\right)$. Since, from (39), $\theta(0)=q^{-1} \Gamma_{q}>0$ and $\lim _{x \rightarrow \infty} \theta(x)=-\infty$, then there exists $x_{1}>x_{0}>0$ such that $\theta(x)>0$ for all $x<x_{1}$ and $\theta(x)<0$ for all $x>x_{0}$ and does the function $g_{q}^{\prime \prime}(x)$ which reveals that $g_{q}^{\prime}(x)$ is increasing on $\left(0, x_{1}\right)$ and decreasing on $\left(x_{1}, \infty\right)$. By using the relations (6), (9) and (38), we get $g_{q}^{\prime}(1)=0$ and $\lim _{x \rightarrow \infty} g_{q}^{\prime}(x)=0$ which mean that $x_{1}>1$ and $g_{q}^{\prime}(x)<0$ for all $x<1$ and $g_{q}^{\prime}(x)>0$ for all $x>1$ and so $g_{q}(x)$ is decreasing on $(0,1)$ and increasing on $(1, \infty)$. Since $g_{q}(1)=0$, then $g_{q}(x) \geqslant 0$ for all $x>0$. In view of (2) and (37), we get $g_{q}(x)=g_{q^{-1}}(x)$ for all $q \geqslant 1$ which concludes that $g_{q}(x) \geqslant 0$ for all $x>0$ and $q>0$.

Theorem 4. Let $q>0$. Then

$$
\begin{align*}
h_{q}(x)= & \log \Gamma_{q}(x+1)-[\delta(\hat{q})(x-1)+\alpha(\hat{q})] \log [x]_{q} \\
& -\frac{(x-1)\left[\left(1-2 \delta\left(q^{-1}\right)\right) x+2\left(\delta\left(q^{-1}\right)-\alpha\left(q^{-1}\right)\right]\right.}{2} H(q-1) \log q \tag{41}
\end{align*}
$$

is negative for all $x \in(0,1)$ and positive for all $x \in(1, \infty)$, where $\alpha(q)$ and $\delta(q)$ are defined in (18).

Proof. Let $0<q<1$. Differentiation gives

$$
\begin{equation*}
h_{q}^{\prime}(x)=\psi_{q}(x+1)-\delta(q) \log [x]_{q}+[\delta(q)(x-1)+\alpha(q)] \frac{q^{x} \log q}{1-q^{x}} \tag{42}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} h_{q}^{\prime \prime}(x)=\frac{\left(1-q^{x}\right)^{2}}{q^{x} \log ^{2} q} \psi_{q}^{\prime}(x+1)+\frac{2 \delta(q)\left(1-q^{x}\right)}{\log q}+\delta(q)(x-1)+\alpha(q) \triangleq \omega(x) \tag{43}
\end{equation*}
$$

Note that $\omega(x)=\varphi_{\delta(q)}(x)+\alpha(q)-\delta(q)$ where $\varphi$ defined as in (2.8). According to results obtained in Lemma 2 and in the proof of Lemma 6, there exists $\bar{x}>0$ such that $\omega(x)$ is decreasing on $(0, \bar{x})$ and increasing on $(\bar{x}, \infty)$. It is easy from (43) to see that $\omega(0)=\alpha(q)-\delta(q)<0$ (see Lemma 2), $\omega(1)=0$ and $\lim _{x \rightarrow \infty} \omega(x)=\infty$ which mean that $\omega(x)<0$ for all $x<1$ and $\omega(x)>0$ for all $x>1$ and so the function $h_{q}^{\prime}(x)$ is decreasing on $(0,1)$ and increasing on $(1, \infty)$. Since $h_{q}^{\prime}(1)=0$, then $h_{q}^{\prime}(x) \geqslant 0$ for all $x>0$ and so $h_{q}(x)$ is increasing on $(0, \infty)$. In conclusion, since $h_{q}(1)=0$ then, $h_{q}(x)<0$ for all $x \in(0,1)$ and $h_{q}(x)>0$ for all $x \in(1, \infty)$. When $q \geqslant 1$, (2) gives $h_{q}(x)=h_{q^{-1}}(x)$. Therefore, $h_{q}(x)<0$ if $x \in(0,1)$ and $h_{q}(x)>0$ if $x \in(1, \infty)$ for all $q>0$.

THEOREM 5. Let $q$ be a positive real and let $\alpha(q)$ and $\delta(q)$ be defined in (18). Then

$$
\begin{equation*}
[x]_{q}^{a(x-1)-\hat{q}^{-1} \gamma_{\hat{q}}} q^{c_{1}}<\Gamma_{q}(x)<[x]_{q}^{b(x-1)-\hat{q}^{-1} \gamma_{\hat{q}}} q^{c_{3}} \tag{44}
\end{equation*}
$$

holds for $x \in(0,1)$ with the best possible constants $a=\alpha(\hat{q})$ and $b=\delta(\hat{q})$. Also,

$$
\begin{equation*}
[x]_{q}^{a(x-1)-\hat{q}^{-1} \gamma_{\hat{q}}} q^{c_{3}}<\Gamma_{q}(x)<[x]_{q}^{b(x-1)-\hat{q}^{-1} \gamma_{\hat{q}}} q^{-c_{2}} \tag{45}
\end{equation*}
$$

holds for $x \in(1, \infty)$ with the best possible constants $a=\delta(\hat{q})$ and $b=1$ where

$$
\begin{aligned}
& c_{1}=\frac{x(x-1)\left(1-2 \alpha\left(q^{-1}\right)\right)}{2} H(q-1), \\
& c_{2}=\frac{(x-1)\left(x-2 q \gamma_{q^{-1}}\right)}{2} H(q-1) \\
& c_{3}=\frac{(x-1)\left(\left(1-2 \delta\left(q^{-1}\right)\right) x+2\left(\delta\left(q^{-1}\right)-\alpha\left(q^{-1}\right)\right)\right.}{2} H(q-1) .
\end{aligned}
$$

Proof. The proof comes immediately from the previous three theorems. It suffices to prove the constants are the best possible. In order to do this, we note from (44) and (45), respectively, that

$$
a+\frac{c_{1} \log q}{(x-1) \log [x]_{q}}<w(x)<b+\frac{c_{3} \log q}{(x-1) \log [x]_{q}}, \quad x \in(0,1)
$$

and

$$
a+\frac{c_{3} \log q}{(x-1) \log [x]_{q}}<w(x)<b-\frac{c_{2} \log q}{(x-1) \log [x]_{q}}, \quad x \in(1, \infty)
$$

where

$$
w(x)=\frac{1}{x-1}\left(\hat{q}^{-1} \gamma_{\hat{q}}+\frac{\log \Gamma_{q}(x)}{\log [x]_{q}}\right) .
$$

Using l'Hôpital's rule gets

$$
\begin{aligned}
& \lim _{x \rightarrow 0}\left(w(x)-\frac{c_{1} \log q}{(x-1) \log [x]_{q}}\right)=\alpha(\hat{q}), \\
& \lim _{x \rightarrow 1}\left(w(x)-\frac{c_{3} \log q}{(x-1) \log [x]_{q}}\right)=\delta(\hat{q}), \\
& \lim _{x \rightarrow \infty}\left(w(x)+\frac{c_{2} \log q}{(x-1) \log [x]_{q}}\right)=1 .
\end{aligned}
$$

The proof is done.

## 4. Conclusion

In this paper, the inequalities (29), (44) and (45) for the $q$-gamma function are established and proven for all $q>0$. The bounds in these inequalities are sharper than the bounds in inequalities (4) and (5) obtained in [13]. It will be confined in the following to show the improvements in the case when $0<q<1$.

### 4.1. Comparing (29) and (5):

The following theorem shows the bounds in inequality (29) are better than in (5).
THEOREM 6. Let $0<q<1$. Then:

- The left hand side of inequality (29) is greater than left hand side of inequality (5) for all $x \geqslant 1$.
- The right hand side of inequality (29) is smaller than right hand side of inequality (5) for all $x \geqslant 1$.

Proof. Define the function

$$
f(x)=\frac{\mathrm{Li}_{2}\left(1-q^{x}\right)-\mathrm{Li}_{2}(1-q)}{\log q}+(x(1-\alpha(q))+\alpha(q)) \log [x]_{q}
$$

Differentiation gives

$$
f^{\prime}(x)=\frac{\alpha(q)(x-1) q^{x} \log q}{1-q^{x}}+(1-\alpha(q)) \log [x]_{q}
$$

and

$$
f^{\prime \prime}(x)=\frac{(2 \alpha(q)-1) q^{x} \log q}{1-q^{x}}+\frac{\alpha(q)(x-1) q^{x} \log ^{2} q}{\left(1-q^{x}\right)^{2}}
$$

It is known from Lemma 2 that $0<\alpha(q)<1 / 2$ and so $2 \alpha(q)-1<0$ which yields that $f^{\prime \prime}(x)>0$ for all $x \geqslant 1$. Thus $f^{\prime}(x)$ is increasing on $(1, \infty)$. Since $f^{\prime}(1)=0$, then $f^{\prime}(x)>0$ for all $x>1$ which leads to $f(x)$ is increasing on $(0, \infty)$. Since $f(1)=0$,
then $f(x)>0$ for all $x>1$ which yields $\exp (f(x))>1$. Notice that $\exp (f(x))$ is the ratio of the two lift sides of (29) and (5). This proves the first statement. To prove the second statement, define the function

$$
g(x)=\frac{\operatorname{Li}_{2}\left(1-q^{x}\right)-\operatorname{Li}_{2}(1-q)}{\log q}+\frac{1}{2} \log [x]_{q}
$$

Differentiation gives

$$
g^{\prime}(x)=\frac{1}{2} \frac{(2 x-1) q^{x} \log q}{1-q^{x}}<0, \quad x>1
$$

Since $g(1)=0$, then $g(x)<0$ for all $x>1$ which yields $\exp (g(x))<1$. Notice that $\exp (g(x))$ is the ratio of the two right sides of (29) and (5).

### 4.2. Comparing (44) and (4):

The following theorem shows the intervals in which the bounds in inequality (44) are better than in (4).

Theorem 7. Let $0<q<1$. Then:

- The left hand side of inequality (44) is greater than left hand side of inequality (4) for all $x \in(0,1)$.
- The right hand side of inequality (44) is smaller than right hand side of inequality (4) for all $x \in(1-\alpha(q) / \delta(q), 1)$ whereas the reverse is true for all $x \in(0,1-$ $\alpha(q) / \delta(q))$.

Proof. It is easy to see that the ratio of two left sides of (44) and (4) is greater than one and so the left bound in (44) is greater (better) than the bound in (4) for all $x \in(0,1)$. The ratio of the two right bounds is $[x]_{q}^{\delta(q)(x-1)+\alpha(q)}$. The exponent is positive on $(1-\alpha(q) / \delta(q), 1)$ and negative in $(0,1-\alpha(q) / \delta(q))$. Indeed, if $x<1$ then $[x]_{q}<1$ and thus the ratio is greater than one if $x \in(0,1-\alpha(q) / \delta(q))$ and less than one if $x \in(1-\alpha(q) / \delta(q), 1)$. Therefore, the right bound of (44) is better than the right bound of (4) if $x \in(1-\alpha(q) / \delta(q), 1)$, whereas the reverse is true if $x \in$ $(0,1-\alpha(q) / \delta(q))$.

### 4.3. Comparing (45) and (5):

The following theorem shows the bounds in inequality (45) are better than in (5).
THEOREM 8. Let $0<q<1$. Then:

- The left hand side of inequality (45) is greater than left hand side of inequality (5) for all $x>1$.
- The right hand side of inequality (45) is smaller than right hand side of inequality (5) for all $x>1$.

Proof. The ratio of the left pound is $[x]_{q}^{[\delta(q)-\alpha(q)](x-1)}>1$ due to $x>1$ and $\delta(q)-$ $\alpha(q)>0($ Lemma 2). Also the ratio of the two right bounds is less than one. Therefore the bounds of (45) are better than the bounds of (5).

## REFERENCES

[1] M. Abramowitz and I. A. Stegun (Eds), Handbook of Mathematical Functions with Formulas, Graphs, and Mathematical Tables, National Bureau of Standards, Applied Mathematics Series 55, 9th printing, Washington, 1970.
[2] F. Alzahrani and A. Salem, Sharp bounds for the Lambert $W$ function, Integr. transf. Spec. F., 2912 (2018), 971-978.
[3] H. Alzer and A.Z. Grinshpan, Inequalities for the gamma and q-gamma functions, J. Approx. Theory, 144 (2007), 67-82.
[4] N. BATIR, Monotonicity properties of q-digamma and q-trigamma functions, J. Approx. Theory, 192 7 (2015), 336-346.
[5] N. Batir, q-Extensions of some estimates associated with the digamma function, J. Approx. Theory, 174 (2013), 54-64.
[6] N. Elezovic, C. Giordano and J. Pecaric, Convexity and q-gamma function, Rendiconti del Circolo Matematico di Palermo, Serie II, Tomo XLVIII (1999) 285-298.
[7] P. GaO, Some Monotonicity Properties of Gamma and q-Gamma Functions, ISRN Math. Anal., 2011 (2011), 1-15.
[8] A.Z. Grinshpan and M.E.H. Ismail, Completely monotonic functions involving the gamma and q-gamma functions, Proc. Amer. Math. Soc., 134 (2006), 1153-1160.
[9] M. E. H. Ismail and M. E. Muldoon, Inequalities and monotonicity properties for gamma and q-gamma functions, in: R.V.M. Zahar (Ed.), Approx. Comput., Inter. Series of Numerical Math., 119 Birkhauser, Boston, MA (1994), 309-323.
[10] C. Krattenthaler and H. M. Srivastava, Summations for basic hypergeometric series involving a q-analogue of the digamma function, Computers Math. Appl., 322 (1996), 73-91.
[11] D.S. МоАк, The $q$-gamma function for $q>1$, Aequationes Math., 20 (1980), 278-285.
[12] D.S. MOAK, The q-analogue of Stirling's formula, Rocky Mountain J. Math., 14 (1984) 403-413.
[13] A. Salem, Monotonic functions related to the q-gamma function, Monatsh. Math., 179, 2 (2016), 281-292.
[14] A. SALEM, Sharp bounds for the q-gamma function in terms of the Lambert $W$ function, Ramanujan J., 492 (2019), 321-339.
[15] A. Salem and F. AlZahrani, Complete monotonicity property for two functions related to the q-digamma function, J. Math. Inequal., 131 (2019), 37-52.
[16] A. Salem, Some inequalities for the q-gamma and the q-polygamma functions, Thai J. Math., 163 (2018), 683-692.
[17] A. Salem and F. Alzahrani, Improvements of bounds for the q-gamma and the q-polygamma functions, J. Math. Inequal., 113 (2017), 873-883.
[18] A. SALEM, Completely monotonic functions related to the gamma and the q-gamma functions, Rev. R. Acad. Cienc. Exactas Fs. Nat. Ser. A Mat. RACSAM, 1111 (2017), 271-280.
[19] A. Salem, Some classes of completely monotonic functions related to $q$-gamma and q-digamma functions, Math. Inequal. Appl., 193 (2016), 853-862.
[20] A. SALEM, A certain class of approximations for the q-digamma function, Rocky Mountain J. Math., 465 (2016), 1665-1677.
[21] A. SALEM, Completely monotonic functions related to the q-gamma and the q-trigamma functions, Anal. Appl., 132 (2015), 125-134.
[22] A. SALEM, Complete monotonicity properties of functions involving $q$-gamma and $q$-digamma functions, Math. Inequal. Appl., 173 (2014), 801-811.
[23] A. Salem, An infinite class of completely monotonic functions involving the $q$-gamma function, J. Math. Anal. Appl., 406 (2013), 392-399.
[24] A. SALEM, A completely monotonic function involving $q$-gamma and $q$-digamma functions, J. Approx. Theory, 1647 (2012), 971-980.
[25] A. Salem, Some Properties and Expansions Associated with q-Digamma Function, Quaest. math., 361 (2013), 67-77.
(Received March 23, 2018)
Ahmed Salem
Department of Mathematics
Faculty of Science, King Abdulaziz University P.O.Box 80203, Jeddah, 21589, Saudi Arabia e-mail: ahmedsalem74@hotmail.com


[^0]:    Mathematics subject classification (2010): 33D05, 26D07, 26A48.
    Keywords and phrases: Inequalities, $q$-Gamma function, $q$-digamma functions, monotonic function.
    This work was supported by the Deanship of Scientific Research (DSR), King Abdulaziz University, Jeddah, under grant No. (DF-799-130-1441). The authors, therefore, gratefully acknowledge DSR technical and financial support.

