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ASYMPTOTIC BEHAVIOR OF GELFAND-NAIMARK DECOMPOSITION

HuUAJUN HUANG

(Communicated by C.-K. Li)

Abstract. Let X = LoU be the Gelfand-Naimark decomposition of X € GL,(C), where L is
unit lower triangular, o is a permutation matrix, and U is upper triangular. Call u(X) := diagU
the u-component of X . We show that in a Zariski dense open subset of the w -orbit of certain
Bruhat decomposition,

lim [u(X™)["/" = diag (|Ag(1)] > | Aagm])-

m—soo

1/m

The other situations where lim [u(X™)] converge to different limits or diverge are also
Mm—soco

discussed.

1. Introduction

Gelfand-Naimark decomposition asserts that each X € GL,(C) can be decom-
posed as X = LoU, where L is unit lower triangular, ¢ is a permutation matrix, and
U is upper triangular. Though Gelfand-Naimark decomposition is not unique, o and
diagU are uniquely determined by X . We denote

w(X) == (uy(X), -, un(X)) = diagU € C"

the u-component of X .
Suppose that X has eigenvalues

AX) = (M(X), -, (X)) eC”
with ascending moduli: |A;] < [Az] < -+ < |Ayl. Let
S(X) = (Sl(X),"',Sn(X)) ERi

be the singular values of X in ascending order: s;(X) < --- < s,(X). Let X = OR be
the OR decomposition of X and denote

a(X) = diagR = (a;(X),--,an(X)) € R".
Mathematics subject classification (2000): 15A23, 15A42.
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We view A(X), s(X), a(X) and u(X) as diagonal matrices. Relations between those
four quantities were very recently studied [5].
Yamamoto proved [9] that
lim [s(X™)] /" = diag (|24, |2a])- (1.1

m-—oo

Huang and Tam proved [7, Theorem 2.7] (also see [4]) that
lim [a(X™)]"/" = diag (|Ap(1)], [ Aagm])- (1.2)

m-—eo

Here o is a permutation obtained as follow: Let X = C~!'TC in which T = [1;] €
GL,(C) is an upper triangular matrix with #; = A; (so |fr11] < ++- < |tn|). Then @
comes from the permutation matrix (also denoted by ®) in a Bruhat decomposition
C =V'wU’ of C, for certain upper triangular matrices V' and U’. This result can be
applied to both the Jordan decomposition and the Schur triangularization of X. Note
that the Gelfand-Naimark decomposition is a variation of the Bruhat decomposition [8].

When X has distinct eigenvalue moduli: |A;| < |A2| < --- < |A,]|, consider the QR
iteration:

X1 =X=01Ry; X =Ry 10m—1 = OmRn, m=2,3,--

where X,, = OuR,, is the QR decomposition of X, for m = 1,2,---. In [8, Theo-
rem 3.1], Tyrtyshnikov essentially proved that the lower triangular part of {X,,}_,
converges to 0 and

n%igclndiag (Xm) = diag (Aw(l)axw@); s ,ﬂw(n)), (1.3)
where @ is the same as in (1.2). Indeed, Tyrtyshnikov proved this result for GR itera-
tions with no shifts. A detailed description on the asymptotic behavior of {X,,} ,_, for
the above QR iteration is given in [6, Theorem 5.1].

The main purpose of this paper is to discuss the asymptotic behavior of |u(X™)]
as m — co. Unlike s(X™)!/™ and a(X™)'/™, the sequence {|u(X")|'/"}*_, may not
converge. However, as we will see, the permutation @ obtained from the Bruhat de-
composition of C continues to play a significant role for the asymptotic behavior of
lu(X™)|'/™ . We provide some sufficient conditions for the convergence of the sequence.
In particular, when X is positive definite (it has Cholesky decomposition [3]) [7, The-
orem 3.1]

1/m

lim [u(X"™)|"/" = diag (|Aw ()]s~ Aom))-

m-—oo

In Section 2, we give an upper bound on the asymptotic behavior of |u1 (X™) - - - ug (X™)|'/™

in terms of ®. Then we prove that lim |u; (X™)--- ux(X™)|"/™ converges to a prod-
uct of k eigenvalue moduli of X if the k-compound matrix of X has distinct eigen-
value moduli. Moreover, when C goes through a Zariski dense open subset of the
o -orbit in the Bruhat decomposition C = V'@wU’, the matrix X" = C~'A(X)™C has
LU -decomposition for sufficiently large m, and

r}liggo\u(xm)\l/m = diag(|Ao) |+ [Awm)l)-
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m — diag (|Au], [An—1],-+-,|A1]) when X is in a dense open

In particular, lim |u(X™)]
m—oo
subset (in Euclidean topology) of GL,(C).
In Section 3, we use examples to illustrate the theoretical results given in Section
2. In particular, we show that when the eigenvalue moduli of the k-compound of X are

not distinct for some &, lim |u(X™)|'/" may diverge.
m—soo

2. The asymptotic behavior of |u(X")|!/™

Obviously, u;(X) in the Gelfand-Naimark decomposition X = LoU is the first
nonzero entry in the first column of X, and a;(X) in the QR decomposition X = QR
is the norm of the first column of X . Therefore, |u;(X)| < @(X). Using compound
matrix technique, we get the following relationship between u(X) and a(X).

THEOREM 2.1. [5, Theorem 3.1] The scalars u(X) € C" and a(X) € R, satisfy
that

1 (X) - ur(X)| < a1 (X) -~ ax(X), I<k<n-—1,
u (X)) up(X) = £a1(X) - an(X),

where the sign on the last equality depends on whether © is even (+) or o is odd (—).

Suppose that X =C~!TC € GL,(C) where T = [#;] is an upper triangular matrix
with #; = A; (so |t11| < |ta2] < -+ < |tun|), and C has a Bruhat decomposition C =
V'wU’ where V' and U’ are upper triangular, and @ is a permutation matrix. By
Theorem 2.1 and (1.2), we get the following result:

THEOREM 2.2. The asymptotic behavior of [u(X™)|'/™ is bounded by

T iy (X) - (X7 < gy Aol 1< k<L

m-—oo

ur (X™) -+ un(X™) V™ = [Agy(1) Aoy | = | det(X)].
Denote

c'=[c;], C=[cj], X"= [xl(;")} , and T" = [té;")} .
The coefficients of X™ are related to those of T™ by X" = C~'T™C. To study X", we
first investigate the coefficients of 7.

A subsequence s := {s0,s1,---,5¢} of {1,2,---,n} iscalleda T -path if 1y, , #0
for i=0,--- ,k—1. Clearly 5o <s1 <--- <. We call sg the initial point, s; the
terminal point, and |s| := k the length, of the T -path s respectively. Let S;; denote
the set of all T -paths of with the initial point i and the terminal point j. Then S;; =0
whenever i > j, since T is upper triangular.

Let

T(S) = (tsos()a T ’tsk-Vk)
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be the (k+ 1)-tuple of the diagonal entries of T corresponding to the T -path s. Define
the polynomial

My(T(8) = Myt tos) = %)l oty Q1)
ag,-a; >0
ap+---+ag=p
the sum of all degree p monomials for the variables fgs,, - , 5.5, - Then M, (T (s)) =
0 whenever p < 0. Define the polynomial
Tsgsitsysy ** sy sk ‘S|>l;
T) := 05175152 k—15k 22
5(T) {1, "o 22

LEMMA 2.3. The entries of T" = [zi(;")] for an upper triangular matrix T =

[tij] are given by

"= 3 [(T)My i (T(5)): 23)

SES,‘j

Proof. By direct computation,

m—1
ti(J"n) = Z (H til’ip+l>

i=ig<i <-<im=j

-y (Htjpz,,ﬂ Ht,p,,,>

i= Jo</1< <Jik=J
ap=>0, -, ag=>
a0+-~-+uk:m7k

= 2 <Htjp/p+l> 2 (Htjp/p>
i=jo<j1<-<Jk=J aofoq_"w ak>0k p=0
aptrap=m—
= X fs(T)My g (T(5)).-

SES;j
This proves (2.3).
Formula (2.3) implies the following asymptotic result when the diagonal entries
of T have strictly ascending moduli.

THEOREM 2.4. Suppose that the upper triangular matrix T € GL,,(C) has strictly

o+ < |tyn|. Let diag(T) be

the diagonal matrix of T. Then lim T"diag (T)™™ converges to an upper triangular
m—oo

matrix. Precisely, tj(-';)/tjjm =1for j=1,2,---,n, and

o H Ls,s,
lim L= Y} M for 1<i<j<n. (2.4)
moeelj (505,5%) ESij Hp:O( Ji —tspsp)
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| (m)|M/m .
REMARK 2.5. Therefore, lim |7 ) = 0or [tj|, for 1 <i<j<n.
Proof. [Proof of Lemma 2.4] According to (2.3), for i < j we have
(m)
ti;n fs( ) m— |s\(T(s))
- = . (2.5)
tjjm = T ;7

Let us discuss the asymptotic behavior of w

when ¢ — oo, Rewrite T(s) :=
7]
(o, , k) where |yo| < -+ <|y|. Then

ao Ak
Me()’o,'-' 7)’k) _ Yo "V
l - ap+-- +ay
Yk a9>0, -, az=0 Vi
ap+--+ap=~

M, (yo ...7yk—1)+M2<)ﬂ,___,yk—l>
Yk Yk Yk Yk
+...+M(<)Q7...7)ﬂ)
Vi Vi
_ ZM (yo y’fl). 2.6)
4=0 Yk Yk

Therefore, the following limit converges by |yo| < -

=< |l
lim Me()’o,'-' 7)’k) — iM (}2 Yk1>
{—o0 yi g=0 4 yk, ’ Yk
= y W\ ()
e () )
=0 Yk Yk Yk
_ 1
R L) Y
Hp:O( i)
v
kK 2.7
Hp o(yk )
From (2.5) we get
1 2 £:(T) .\Sl
oo ..M = .. ) 1
el 5=(50,5%) €Sij £t HE‘ 0 (tjj Isps)

-
_ 2 H Ot‘p Sp+1
(50,5 ESi; Hp 0(tij = teps,)

This completes the proof.
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The above results can be used to analyze the coefficients and the u-components in
the Gelfand-Naimark decomposition of X = C~!T"'C where T is an upper triangular
matrix with ascending moduli diagonal entries.

Suppose that X has distinct eigenvalue moduli: |A;| < |Az| < --- < |Ay|. There are
many possible ways to decompose X = C~!TC where the upper triangular matrix T
has ascending moduli diagonal entries. For example, Jordan decomposition and Schur
triangularization provide two different such decompositions. However, the permutation
o obtained from the Bruhat decomposition of C is uniquely determined by X . This
could be seen from (1.2) and the fact that X has distinct eigenvalue moduli.

Because X has distinct eigenvalue moduli and thus is diagonalizable, it has a de-
composition X = C~!TC where T = A(X) is an ascending moduli diagonal matrix.
The equality X" = C~'A(X)™C implies that

n
xl(;") - 21 chyepiAm. 2.8)
p:

n
So xgrfw = Y ¢l ,cp1Ay. Suppose that C has the Bruhat decomposition C = V'wU’
p=1

for certain upper triangular matrices V' and U’, then w(1) is the largest ¢ such that
cq1 # 0 in C. Thus

A =3 epAl. (2.9)

w(l) n
Since Y, ¢j,cp1 = Y, ¢1,cp1 = 1, there exists the largest integer r < w(1) such that
p=1 p=1
cj,cr1 #0. Equality (2.9) implies that x(lrf) =# 0 when m is sufficiently large. Moreover,
the following lemma holds:

LEMMA 2.6. Suppose that X = C~'A(X)C has distinct eigenvalue moduli. Then

lim uy (X™)[Y" = |, | (2.10)

where r < (1) is the largest integer such that ¢},c. # 0.

As shown below, r = (1) in a Zariski dense open set. The Zariski topology on
GL,(C) is defined in the way that a Zariski closed set is the zeros of a set of polynomials
on the matrix coefficients and det™! [2, page 7].

LEMMA 2.7. Suppose that A is a diagonal matrix with strictly ascending moduli,
and o is a permutation matrix, both in GL,(C). Let O denote the set of all ma-
trices X = C~'AC where C has a Bruhat decomposition C = V'oU' for some upper
triangular matrices V' and U'. Then on a Zariski dense open subset of the @ -orbit in
the Bruhat decomposition of C,

,,l,i_rgo‘ul(xm)‘l/m _ Wlll_l:I}o ‘XSIT)‘I/m _ Mw(l)|~
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Proof. The coefficient ¢ (1) is always nonzero by the Bruhat decomposition C =
V'wU’. Therefore, (2.9) implies that whenever c’1 o(1) £0,

lim g (X |V = lim 1 = Ay

Clearly, ¢} o(1) # 0 if and only if the cofactor of the (w(1),1) entry of C is nonzero.
This forms a Zariski dense open subset of the w-orbit in the Bruhat decomposition of
C.

Let Ci(X) denote the k-compound matrix of X € GL,(C), k=1,---,n. Let Oy,
denote the set of all k-subsequences of {1,2,---,n}. The entries of C¢(X) are of the
form xq g (o, Be Ok ), Where x,, g is the determinant of the submatrix formed by the
o-rows and the f-columns of X. So Ci(X) € GL(Z) (C). The k-compound of a per-

mutation (resp. diagonal, upper triangular, lower triangular) matrix is still a permutation
(resp. diagonal, upper triangular, lower triangular) matrix. Therefore, the k-compound
preserves the Gelfand-Naimark decomposition and the Bruhat decomposition.

Assume that the k-compound of X has distinct eigenvalue moduli for every k. In
other words, [T;cq |Ai(X)| forall a € O, are mutually distinct. Then Lemma 2.6 and
Lemma 2.7 can be extended to a product of u;(X) by the compound matrix technique.

THEOREM 2.8. Suppose that the k-compound of X € GL,,(C) has distinct eigen-

value moduli for every k=1,---.n. Then X™ has LU decomposition when m is suffi-
ciently large, and
lim Jug (X™) - ug (X™) V™ = T |Ai| for some oy € Q. (2.11)
meee icoy
In particular, Tim |ug(X™)|Y/™ exists for k=1,---,n.
m—oo

Proof. Suppose that X = C~'A(X)C. Let X (k|k) be the submatrix formed by the
first k rows and the first k columns of X . By direct computationon X" = C~!'4(X)"C
the (1,1) entry in Ci(X)" = Ci(X™) is

detX™ (klk) = (maH)Lim>: D lma (HA,-)YW (2.12)

€0y p ico a€Qyp ico

where myq, are constants related to the first k-rows of C~! and the first k-columns of C.
Clearly Ypeq, , ma =1 by setting all A; = 1 in (2.12). By assumption, {[Tjeq |4l | & €
Ok} are mutually distinct. There is one o4 € Oy, such that mg, # 0 and [Mic, |4l
is maximal. Formula (2.12) implies that detX™ (k|k) # 0 when m is sufficiently large.
Moreover,

fim Juey (X") - (X™)[/" = Tim [y (Ce(X™))|""

m-—oo

= lim |detX" (k[k)| 1M =TT -

icoy

This completes the proof.
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REMARK 2.9. Itis not necessarily true that oy_; C 0. So the limit lim [ue(X™)['/"
m—oo

in Theorem 2.8 may not equal to an eigenvalue modulus of X. An example is presented
in Example 3.1 (3).

THEOREM 2.10. Suppose that A = diag (Ay,---,Ay) € GL,(C) is a diagonal ma-
trix with strictly ascending moduli, and the elements in {[l;cq |Ail | & € O} are mu-
tually distinct for every k = 1,2,--- n. Suppose that w € GL,(C) is a permutation
matrix. Let O denote the set of all matrices X = C~'AC where C has a Bruhat
decomposition C =V'wU' for some upper triangular matrices V' and U’. Then on a
Zariski dense open subset of the w -orbit in the Bruhat decomposition of C,

lim (X" = Aoy for  k=1,-,n.

m-—oo

Proof. The proof is done by applying Lemma 2.7 to the k-compound matrices of
X for k=1,---,n, and using the fact that the intersection of finitely many Zariski dense
open subsets is still a Zariski dense open subset. Note that the diagonal entry moduli of
Cir(A) may not be in strictly ascending order. However, [7, Lemma 2.10] shows that:

there exists a permutation matrix P € GL(Z) (C) such that the diagonal of P~!Cy(A)P
is in ascending moduli order, and P~!'Cy(V')P is still upper triangular for every upper
triangular matrix V' € GL,,(C). Then

Ce(X) = G (C) ' Cu(A) G(C)
= (P7'G(C) (P (A)P)(PT'Cr(C))

where P~!C;(C) has a Bruhat decomposition
PTIC(C) = (PT'C(V)P) (P C()) C(U).

This leads to the proof of Theorem 2.10.

3. Examples

Let X € GL,(C) such that the k-compound of X has distinct eigenvalue moduli
for k=1,---,n. By Theorem 2.8, lim,, ... [uz (X")|"/" exists for k=1,---,n. Example
3.1 indicates that lim,, ... [ux(X")|'/" may or may not equal to an eigenvalue modulus
of X.

EXAMPLE 3.1. Consider the following two situations:

1/V2 —1/V2
1/vV2 1/V2

Then @ = [(l) (1)] for a Bruhat decomposition C = V'wU’ of C. We have

1. Suppose X = C~!TC for C := [ } € SU,(C) and T := [1 1}

02

- [UABT LB
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It turns out that

2. Suppose X = C~'TC for C := [

01

Then w = [10

fim Juy (X™)|"" =2 = |Au()s

m-—oo

r}li_l}}o\uz(xmﬂl/m =1= |yl

1/vV2 1/3/2

_l/ﬂl/ﬁ}ESUg(C) and T := [11}

02

] for a Bruhat decomposition C = V'wU’ of C. We have

ol ool [ - e

1/vV2 1/V2

Clearly

02| |[—1/vV21/V2 1—2mom

Tim [u (X)) = 1 # Ay | = 2.

Tim Jus (X™)| 17 =2 # [Ayia)| = L.

3. Suppose X = C~!TC for

1
Then C'==|—-1 0 1], and

X m

1-11 100

C:=1[11 —1], T:=1020
11 1 003

1 10

0 —11

1'110 ™0 0 1-11

_5—101 0 2m 0 11 -1

1
2

| 0 —11 0 03" |11 1

[ 142" —142m 1-—2m
—143m 143" —143m

| —2m 4 3m M 3m gm 3!

It is clear that X™ has LU decomposition and

lim [ug (X™)uz (X™))Y/™ = lim
nm—o0 m—

lim

m—oo

1/m

1 2m
+ _5

\ul(Xm)|1/’" = lim

m-—oo

)

1/m
=3.

142" —142™

2 2
—1537 143"
2 2

o

Therefore, limy, . |u>(X™)|'/™ = 3 is not an eigenvalue of X.
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The next example shows that: if the k-compound of X has no distinct eigenvalue
moduli for certain k, then lim,, ... [u;(X™)['/" may not exist. A lemma is needed to
illustrate the example.

LEMMA 3.2. For every t € (0,1), there exists an irrational number o € R\ Q
and two positive integer sequences {pi}y_, € Z* and {my};_ | C Z", such that for
k=1,2, -,

1. my is divisible by k, and

pr+1/4 pe+1/4+1"
mi my '

2. O(GIkI=<

Proof. First we use induction to construct @ € R, {pi}y_; CZ" and {my}7_, C
7% that satisfy (1) and (2). Then we show that o must be irrational.
Denote m; = p; =1 and I := (1+1/4,1+1/4+1). Suppose that my, p; € Z*,

and
1/4 1/4 4 1™
Io— (Pk+ / Pt /4+ )CW
my my

are well-defined. Then there exists a sufficiently large my, | € Z* and a suitable py. | €
Z* such that k+ 1 divides my; and the closure of

. (pHY+U4PHI+U4+WHj
lyy1 = ;
My11 Mpy1

is contained in ;. By induction we obtain {pi}; | C Z", {m}7_, C Z*, and the
open interval sequence {Ij};’_, such that

LhoLhDoLohLh>LDLELDOILLD---.

Because the lengths of closed intervals in {I;}; ; are decreasing to 0, by the Nested
Interval Theorem [1], (2, I = N~ Ix contains exactly one number o € R™.

We show that oo ¢ Q. Suppose on the contrary, o = 4 where a,b € Z*. By
simultaneously multiplying a positive integer ¢ on a and b, we may assume that b is

large enough so that 4¢" < 4t> < 1. Then

1/4 1/4+1™
aeh:<m+/ pp+1/4+ )

)

myp myp
Therefore,
dmpor € (4pb +1,4pp+1 +4l‘m”) C (4pb +1,4py +2). 3.1

However, 4myo. € Z since o = 5 and my, is an integer multiple of 5. This contradicts
to (3.1). Thus o € R\ Q and we are done.
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EXAMPLE 3.3. Fix a number ¢ € (0,1). Let 6 :=2ma where o is given in

Lemma 3.2. Denote X := CO.SQ sin® . Then X" = cqsm@ sinm0 . Obvi-
—sin6O cosH —sinm6 cosm0O
ously cosmf # 0 for all m € Z" and {cosm0 |m € Z*} = [—1,1] since a = o is

T
irrational. So every X™ has LU decomposition and |uj (X™)|'/" = |cosm8|'/™. We
claim that lim |u; (X™)|"/" = lim |cosmO|'/™ does not exist. On one hand, it is easy

m—oo m—oo

to find a subsequence {n;,n,---} C {1,2,---} such that lim|cosn;0|'/" = 1. On the
other hand, let {my;}7? ; and {p;}77_, be given as in Lemma 3.2. Then for k=1,2,---,

T T
M0 = 2m oL € (Zpkﬂ: + 3 2nmt S+ 2mmk) . 3.2)
Hence
|cos mB|"/™ = | — sin(m0 — 2ppm — g)l”’"k < 2|
Therefore, lim |u;(X™)]"/" does not exist.
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