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#### Abstract

The so-called Ambarzumyan theorem states that if the Neumann eigenvalues of the Sturm-Liouville operator $-\frac{d^{2}}{d x^{2}}+q$ with an integrable real-valued potential $q$ on $[0, \pi]$ are $\left\{n^{2}\right.$ : $n \geqslant 0\}$, then $q=0$ for almost all $x \in[0, \pi]$. In this work, the classical Ambarzumyan theorem is extended to star graphs with Dirac operators on its edges. We prove that if the spectrum of Dirac operator on star graphs coincides with for the unperturbed case, then the potential is identically zero.


## 1. Introduction

Quantum graphs have proved an important model in the study of semiclassical systems whose classical analogues are chaotic [16, 17]. Recently, there has been increasing interest in spectral theory of differential operator on graphs $[2,5,10,13,15,16,17,18$, 20, 27]. The Dirac operator on a graph was considered previously, e.g., by Bulla and Trenkler [5] as an alternative model of a simple scattering system. Self-adjoint realizations of the Dirac operator on graphs were considered by Bulla and Trenkler [5], and Bolte and Harrison [2].

Ambarzumyan [1] in 1929 proved that for an integrable real-valued potential $q$ on $[0, \pi]$ if the eigenvalues of a Sturm-Liouville differential expression

$$
-y^{\prime \prime}(x)+q(x) y(x)=\lambda y(x) \text { on }[0, \pi]
$$

subject to the Neumann boundary conditions $y^{\prime}(0)=y^{\prime}(\pi)=0$ are equal to $n^{2}$ for $n=0,1,2, \cdots$, then $q(x)=0$ for almost all $x \in[0, \pi]$. This is an exceptional situation since in general additional information is needed in order to reconstruct the potential $q(x)$ uniquely [3, 4, 21]. Since then there have appeared many generalizations of the result of Ambarzumyan in various directions $[1,6,7,8,9,11,12,14,19,23,24,25$, 26]. The main aim of this work is to prove several generalizations of the well-known Ambarzumyan theorem for Dirac operators on star graphs. New Ambarzumyan-type results for Dirac operators on star graphs are obtained by applying the method of [25].

[^0]
## 2. Main Results

In this work, we consider Dirac systems on star-shaped graphs consisting of $d$ segments of equal length $\pi, d \geqslant 2$ :

$$
L_{j} y_{j} \stackrel{\text { def }}{=}\left\{B_{0} \frac{d}{d x}+V_{j}(x)+\left(\begin{array}{cc}
m & 0  \tag{2.1}\\
0 & -m
\end{array}\right)\right\} y_{j}=\lambda y_{j}, y_{j}=\binom{y_{j, 1}}{y_{j, 2}}, j=\overline{1, d} .
$$

Here $\lambda$ is a spectral parameter, $m>0$ is the mass of the described particle and

$$
B_{0}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right), \quad V_{j}(x)=\left(\begin{array}{cc}
p_{j}(x) & q_{j}(x) \\
q_{j}(x) & -p_{j}(x)
\end{array}\right)
$$

and $p_{j}(x)$ and $q_{j}(x)$ belong to $A C([0, \pi])$ (absolutely continuous functions on $[0, \pi]$ ).
Systems (2.1) are subject to the boundary conditions

$$
\begin{equation*}
y_{j, 1}(0)=0, \quad j=\overline{1, d} \tag{2.2}
\end{equation*}
$$

or

$$
\begin{equation*}
y_{j, 2}(0)=0, \quad j=\overline{1, d} \tag{2.3}
\end{equation*}
$$

at the pendant vertices 0 , and

$$
\begin{gather*}
y_{1,1}(\pi)=y_{2,1}(\pi)=\cdots=y_{d, 1}(\pi)  \tag{2.4}\\
\sum_{j=1}^{d} y_{j, 2}(\pi)=0 \tag{2.5}
\end{gather*}
$$

at the central vertex $\pi$.
Equations (2.1), (2.2), (2.4) and (2.5) or (2.1), (2.3), (2.4) and (2.5) can be rewritten in the following form

$$
L Y \stackrel{d e f}{=}\left\{B \frac{d}{d x}+V(x)+m\left(\begin{array}{cc}
I_{d} & 0  \tag{2.6}\\
0 & -I_{d}
\end{array}\right)\right\} Y=\lambda Y, Y=\binom{Y_{1}}{Y_{2}}
$$

subject to the boundary conditions

$$
\begin{equation*}
Y_{1}(0)=0, \quad A_{1} Y_{1}(\pi)+A_{2} Y_{2}(\pi)=0 \tag{2.7}
\end{equation*}
$$

or

$$
\begin{equation*}
Y_{2}(0)=0, A_{1} Y_{1}(\pi)+A_{2} Y_{2}(\pi)=0 \tag{2.8}
\end{equation*}
$$

where the values of $Y_{1}=\left(y_{1,1}, \cdots, y_{d, 1}\right)^{t}$ and $Y_{2}=\left(y_{1,2}, \cdots, y_{d, 2}\right)^{t}$ are vectors of length $d$, and $A^{t}$ denotes the transpose of a matrix $A, B$ and $V(x)$ are given by

$$
B=\left(\begin{array}{cc}
0 & I_{d} \\
-I_{d} & 0
\end{array}\right), \quad V(x)=\left(\begin{array}{cc}
P(x) & Q(x) \\
Q(x) & -P(x)
\end{array}\right)
$$

where

$$
P(x)=\operatorname{diag}\left[p_{1}(x), p_{2}(x), \cdots, p_{d}(x)\right], \quad Q(x)=\operatorname{diag}\left[q_{1}(x), q_{2}(x), \cdots, q_{d}(x)\right]
$$

are matrix-valued functions, and, finally, $A_{1}$ and $A_{2}$ are the following $d \times d$ matrices:

$$
A_{1}=\left(\begin{array}{cccccc}
1 & -1 & 0 & \cdots & 0 & 0  \tag{2.9}\\
0 & 1 & -1 & \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & 1 & -1 \\
0 & 0 & 0 & \cdots & 0 & 0
\end{array}\right), \quad A_{2}=\left(\begin{array}{ccc}
0 & \cdots & 0 \\
\vdots & \ddots & \vdots \\
0 & \cdots & 0 \\
1 & \cdots & 1
\end{array}\right)
$$

For convenience, we denote by $T_{1}(V), T_{2}(V)$ the operators acting in Hilbert space $H=\stackrel{d}{\oplus} L_{2}(0, \pi)$ for the problem (2.6), (2.7) or (2.6), (2.8), respectively. We notice that the domain of an operator $T_{j}(V), j=1,2$, is

$$
D\left(T_{j}(V)\right)=\left\{\left.\binom{Y_{1}}{Y_{2}} \right\rvert\, Y_{j}(0)=0, A_{1} Y_{1}(\pi)+A_{2} Y_{2}(\pi)=0, Y_{1}, Y_{2} \in W_{2}^{1}[0, \pi]\right\}
$$

We denote by $W_{2}^{1}[0, \pi]$ the space of vector-valued functions $F(x), x \in[0, \pi]$, such that the vector-valued function $F(x)$ is absolutely continuous and $F^{\prime}(x) \in \underset{1}{\oplus} L_{2}(0, \pi)$. It is easy to verify that the operators $T_{1}(V)$ and $T_{2}(V)$ are both self-adjoint, and have real discrete spectra [2]. Denote by $\sigma\left(T_{i}(V)\right)$ the spectrum of self-adjoint operator $T_{i}(V)$, $i=1,2$, respectively.

In the case $V(x)=0$ in (2.6), we can calculate the eigenvalues of the operators $T_{1}(0)$ and $T_{2}(0)$. The spectrum $\sigma\left(T_{1}(0)\right)$ of the operator $T_{1}(0)$ consists of

$$
\begin{gather*}
\lambda_{n}=\sqrt{m^{2}+(n+(1 / 2))^{2}}, \quad \sqrt{m^{2}+n^{2}} \\
\lambda_{-n}=-\sqrt{m^{2}+(n+(1 / 2))^{2}}, \quad-\sqrt{m^{2}+n^{2}}, \quad n \in \mathbf{N} \cup\{0\} . \tag{2.10}
\end{gather*}
$$

Each of the eigenvalues $\pm \sqrt{m^{2}+(n+(1 / 2))^{2}}$ is simple, and $\pm \sqrt{m^{2}+n^{2}}$ is of multiplicity $d-1$.

The spectrum $\sigma\left(T_{2}(0)\right)$ of the operator $T_{2}(0)$ consists of

$$
\begin{gather*}
\lambda_{n}=\sqrt{m^{2}+(n+(1 / 2))^{2}}, \quad \sqrt{m^{2}+n^{2}} \\
\lambda_{-n}=-\sqrt{m^{2}+(n+(1 / 2))^{2}}, \quad-\sqrt{m^{2}+n^{2}}, \quad n \in \mathbf{N} \bigcup\{0\} . \tag{2.11}
\end{gather*}
$$

Each of the eigenvalues $\pm \sqrt{m^{2}+n^{2}}$ is simple, and each of the eigenvalues $\pm \sqrt{m^{2}+(n+(1 / 2))^{2}}$ is of multiplicity $d-1$.

In this work we obtain the following results.
THEOREM 2.1. Let $\operatorname{tr} \int_{0}^{\pi} P(x) d x=0$, and $Q(0)=Q(\pi)=0$. If $\sigma\left(T_{1}(V)\right)=$ $\sigma\left(T_{1}(0)\right)$ (including multiplicities), then $V(x)=0$ on $[0, \pi]$.

THEOREM 2.2. Let $\operatorname{tr} \int_{0}^{\pi} P(x) d x=0$, and $Q(0)=Q(\pi)=0$. If $\sigma\left(T_{2}(V)\right)=$ $\sigma\left(T_{2}(0)\right)$ (including multiplicities), then $V(x)=0$ on $[0, \pi]$.

## 3. Proofs

In the proofs of the main results, we shall use the second power $L^{2}$ of the Dirac operator $L$, which is a $2 d$-dimensional vectorial Sturm-Liouville operator generated by the differential expression

$$
\begin{equation*}
-Y^{\prime \prime}+\Omega(x) Y, x \in(0, \pi) \tag{3.1}
\end{equation*}
$$

Here $\Omega(x)$ is a $2 d \times 2 d$ self-adjoint matrix of the form

$$
\Omega(x)=\left(\begin{array}{cc}
(P(x)+m)^{2}+Q^{2}(x)+Q^{\prime}(x) & -P^{\prime}(x)  \tag{3.2}\\
-P^{\prime}(x) & (P(x)+m)^{2}+Q^{2}(x)-Q^{\prime}(x)
\end{array}\right) .
$$

Let $\Phi_{1}(x, \lambda)$ satisfy the matrix differential equation

$$
\left\{\begin{array}{l}
-Y^{\prime \prime}+\Omega(x) Y=\lambda Y  \tag{3.3}\\
Y(0)=I_{2 d}, Y^{\prime}(0)=0,
\end{array}\right.
$$

then, by [9, 22], the solution $\Phi_{1}(x, \lambda)$ can be expressed as

$$
\begin{equation*}
\Phi_{1}(x, \lambda)=\cos (\sqrt{\lambda} x) I_{2 d}+\int_{0}^{x} K(x, t) \cos (\sqrt{\lambda} t) d t \tag{3.4}
\end{equation*}
$$

where $K(x, t)$ is a symmetric matrix-valued function whose entries are continuously differentiable in both of its variables.

Similarly, let $\Phi_{2}(x, \lambda)$ satisfy the matrix differential equation

$$
\left\{\begin{array}{l}
-Y^{\prime \prime}+\Omega(x) Y=\lambda Y  \tag{3.5}\\
Y(0)=0, Y^{\prime}(0)=I_{2 d}
\end{array}\right.
$$

then the solution $\Phi_{2}(x, \lambda)$ can be expressed as

$$
\begin{equation*}
\Phi_{2}(x, \lambda)=\frac{\sin (\sqrt{\lambda} x)}{\sqrt{\lambda}} I_{2 d}+\int_{0}^{x} L(x, t) \frac{\sin (\sqrt{\lambda} t)}{\sqrt{\lambda}} d t \tag{3.6}
\end{equation*}
$$

where $L(x, t)$ is a symmetric matrix-valued function whose entries are continuously differentiable in both of its variables. Furthermore, the kernels $K(x, t), L(x, t)$ satisfy [9, 22]

$$
\begin{align*}
K(x, x) & =\frac{1}{2} \int_{0}^{x} \Omega(x) d x, K_{t}^{\prime}(x, 0)=0 \\
L(x, x) & =\frac{1}{2} \int_{0}^{x} \Omega(x) d x, L(x, 0)=0 . \tag{3.7}
\end{align*}
$$

Thus $\left(\Phi_{1}(x, \lambda), \Phi_{2}(x, \lambda)\right)$ is the fundamental matrix of solutions of the equation $-Y^{\prime \prime}+\Omega(x) Y=\lambda Y$ [25] and

$$
\begin{equation*}
\Phi_{1}(\pi, \lambda)=\cos (\sqrt{\lambda} \pi) I_{2 d}+K(\pi, \pi) \frac{\sin (\sqrt{\lambda} \pi)}{\sqrt{\lambda}}-\frac{1}{\sqrt{\lambda}} \int_{0}^{\pi} K_{t}^{\prime}(\pi, t) \sin (\sqrt{\lambda} t) d t \tag{3.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{1}^{\prime}(\pi, \lambda)=-\sqrt{\lambda} \sin (\sqrt{\lambda} \pi) I_{2 d}+K(\pi, \pi) \cos (\sqrt{\lambda} \pi)+\int_{0}^{\pi} K_{x}^{\prime}(\pi, t) \cos (\sqrt{\lambda} t) d t . \tag{3.9}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
\Phi_{2}(\pi, \lambda)=\frac{\sin (\sqrt{\lambda} \pi)}{\sqrt{\lambda}} I_{2 d}-\frac{\cos (\sqrt{\lambda} \pi)}{\lambda} L(\pi, \pi)+\frac{1}{\lambda} \int_{0}^{\pi} L_{t}^{\prime}(\pi, t) \cos (\sqrt{\lambda} t) d t \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\Phi_{2}^{\prime}(\pi, \lambda)=\cos (\sqrt{\lambda} \pi) I_{2 d}+\frac{\sin (\sqrt{\lambda} \pi)}{\sqrt{\lambda}} L(\pi, \pi)+\int_{0}^{\pi} L_{x}^{\prime}(\pi, t) \frac{\sin (\sqrt{\lambda} t)}{\sqrt{\lambda}} d t \tag{3.11}
\end{equation*}
$$

Here

$$
K(\pi, \pi)=L(\pi, \pi)=\frac{1}{2} \int_{0}^{\pi} \Omega(x) d x \stackrel{\text { def }}{=}\left(\begin{array}{cc}
K_{1} & P(0)-P(\pi)  \tag{3.12}\\
P(0)-P(\pi) & K_{1}
\end{array}\right)
$$

where the $d \times d$ matrix $K_{1}$ satisfies

$$
\begin{align*}
K_{1} & =\frac{1}{2} \int_{0}^{\pi}\left[(P(x)+m)^{2}+Q^{2}(x)\right] d x \\
& =\frac{1}{2} \operatorname{diag}\left[\int_{0}^{\pi}\left(\left(p_{1}(x)+m\right)^{2}+q_{1}^{2}(x)\right) d x, \cdots, \int_{0}^{\pi}\left(\left(p_{d}(x)+m\right)^{2}+q_{d}^{2}(x)\right) d x\right]  \tag{3.13}\\
& \stackrel{\text { def }}{=} \operatorname{diag}\left[k_{1}, \cdots, k_{d}\right] .
\end{align*}
$$

Denote the $2 d \times 2 d$ matrices

$$
\Phi_{i}(x, \lambda) \stackrel{\text { def }}{=}\left(\begin{array}{ll}
\Phi_{i 1}(x, \lambda) & \Phi_{i 2}(x, \lambda) \\
\Phi_{i 3}(x, \lambda) & \Phi_{i 4}(x, \lambda)
\end{array}\right), \quad i=1,2
$$

and

$$
C_{i}=\left(c_{(i-1) d+1}, \cdots, c_{(i-1) d+d}\right)^{t}, \quad i=1,2,3,4 .
$$

Therefore, general solutions of the equation $-Y^{\prime \prime}+\Omega(x) Y=\lambda Y$ have the form

$$
\begin{align*}
Y(x, \lambda) & =\left(\Phi_{1}(x, \lambda), \Phi_{2}(x, \lambda)\right) C \\
& =\binom{\Phi_{11}(x, \lambda) C_{1}+\Phi_{12}(x, \lambda) C_{2}+\Phi_{21}(x, \lambda) C_{3}+\Phi_{22}(x, \lambda) C_{4}}{\Phi_{13}(x, \lambda) C_{1}+\Phi_{14}(x, \lambda) C_{2}+\Phi_{23}(x, \lambda) C_{3}+\Phi_{24}(x, \lambda) C_{4}} \tag{3.14}
\end{align*}
$$

where $C=\left(c_{1}, c_{2}, \cdots, c_{4 d}\right)^{t}, \quad c_{k} \in \mathbf{C}, k=\overline{1,4 d}$.
Now we can prove theorems in this work.
The proof of Theorem 2.1. First, we study the second power operator $T_{1}^{2}(V)$ of Dirac operator $T_{1}(V)$ defined by (2.6) and (2.7), where the domain

$$
D\left(T_{1}^{2}(V)\right)=\left\{Y \mid Y \in D\left(T_{1}(V)\right), \quad T_{1}(V)(Y) \in D\left(T_{1}(V)\right)\right\}
$$

By the assumption $Q(0)=Q(\pi)=0$ and a direct calculation, the operator $T_{1}^{2}(V)$ can be rewritten as

$$
\begin{equation*}
T_{1}^{2}(V) Y=-Y^{\prime \prime}+\Omega(x) Y=\lambda Y, \quad Y=\binom{Y_{1}}{Y_{2}}, \lambda \in \mathbf{C} \tag{3.15}
\end{equation*}
$$

subject to the boundary conditions (i.e., the domain $D\left(T_{1}^{2}(V)\right)$ )

$$
\left\{\begin{array}{l}
Y_{1}(0)=Y_{2}^{\prime}(0)=0  \tag{3.16}\\
A_{1} Y_{1}(\pi)+A_{2} Y_{2}(\pi)=0, A_{1} Y_{2}^{\prime}(\pi)-A_{2} Y_{1}^{\prime}(\pi)=0
\end{array}\right.
$$

Substituting (3.14) into (3.16), we have

$$
\left\{\begin{array}{l}
C_{1}=0  \tag{3.17}\\
C_{4}=0 \\
\left(A_{1} \Phi_{11}(\pi, \lambda)+A_{2} \Phi_{13}(\pi, \lambda)\right) C_{1}+\left(A_{1} \Phi_{12}(\pi, \lambda)+A_{2} \Phi_{14}(\pi, \lambda)\right) C_{2} \\
\quad+\left(A_{1} \Phi_{21}(\pi, \lambda)+A_{2} \Phi_{23}(\pi, \lambda)\right) C_{3}+\left(A_{1} \Phi_{22}(\pi, \lambda)+A_{2} \Phi_{24}(\pi, \lambda)\right) C_{4}=0 \\
\quad\left(A_{1} \Phi_{13}^{\prime}(\pi, \lambda)-A_{2} \Phi_{11}^{\prime}(\pi, \lambda)\right) C_{1}+\left(A_{1} \Phi_{14}^{\prime}(\pi, \lambda)-A_{2} \Phi_{12}^{\prime}(\pi, \lambda)\right) C_{2} \\
\quad+\left(A_{1} \Phi_{23}^{\prime}(\pi, \lambda)-A_{2} \Phi_{21}^{\prime}(\pi, \lambda)\right) C_{3}+\left(A_{1} \Phi_{24}^{\prime}(\pi, \lambda)-A_{2} \Phi_{22}^{\prime}(\pi, \lambda)\right) C_{4}=0
\end{array}\right.
$$

Denote the matrix

$$
W_{1}(\lambda)=\left(\begin{array}{cccc}
I_{d} & 0 & 0 & 0  \tag{3.18}\\
0 & I_{d} & 0 & 0 \\
S_{1}(\lambda) & S_{2}(\lambda) & S_{3}(\lambda) & S_{4}(\lambda) \\
S_{5}(\lambda) & S_{6}(\lambda) & S_{7}(\lambda) & S_{8}(\lambda)
\end{array}\right)
$$

where

$$
\begin{array}{ll}
S_{1}(\lambda)=A_{1} \Phi_{11}(\pi, \lambda)+A_{2} \Phi_{13}(\pi, \lambda), & S_{2}(\lambda)=A_{1} \Phi_{22}(\pi, \lambda)+A_{2} \Phi_{24}(\pi, \lambda), \\
S_{3}(\lambda)=A_{1} \Phi_{12}(\pi, \lambda)+A_{2} \Phi_{14}(\pi, \lambda), & S_{4}(\lambda)=A_{1} \Phi_{21}(\pi, \lambda)+A_{2} \Phi_{23}(\pi, \lambda), \\
S_{5}(\lambda)=A_{1} \Phi_{13}^{\prime}(\pi, \lambda)-A_{2} \Phi_{11}^{\prime}(\pi, \lambda), & S_{6}(\lambda)=A_{1} \Phi_{24}^{\prime}(\pi, \lambda)-A_{2} \Phi_{22}^{\prime}(\pi, \lambda), \\
S_{7}(\lambda)=A_{1} \Phi_{14}^{\prime}(\pi, \lambda)-A_{2} \Phi_{12}^{\prime}(\pi, \lambda), & S_{8}(\lambda)=A_{1} \Phi_{23}^{\prime}(\pi, \lambda)-A_{2} \Phi_{21}^{\prime}(\pi, \lambda) .
\end{array}
$$

From (3.17), we see that if $Y(x, \lambda)=\left(\Phi_{1}(x, \lambda), \Phi_{2}(x, \lambda)\right) C$ is a nontrivial solution of the problem (3.15) and (3.16), then there exists a non-vanishing vector $C$ satisfying the matrix equation

$$
W_{1}(\lambda) C=0 .
$$

Therefore, $\lambda$ is an eigenvalue of the operator $T_{1}^{2}(V)$ (the problem (3.15) and (3.16)) if and only if the matrix $W_{1}(\lambda)$ is singular. Furthermore, the multiplicity of $\lambda$ is equal to $4 d-\operatorname{rank} W_{1}(\lambda)$.

For $d \times d$ matrix $A$, denote by $(A)_{d}$ the last row vector in $A$ and $(A)_{1: d-1}$ the $(d-1) \times d$ matrix consisting of the first $(d-1)$ rows of $A$.

The spectral mapping theorem for self-adjoint operators implies that the point spectrum $\sigma\left(T_{1}^{2}(V)\right)$ of the operator $T_{1}^{2}(V)$ is the square $\left(\sigma\left(T_{1}(V)\right)\right)^{2}$ of the point spectrum of an operator $T_{1}(V)$; moreover, the multiplicity of an eigenvalue $\lambda^{2}$ of $T_{1}^{2}(V)$ equals the sum of multiplicities of $\lambda$ and $-\lambda$ as eigenvalues of $T_{1}(V)$.

Since by assumption $\left\{ \pm \sqrt{m^{2}+n^{2}}: n=0,1,2, \cdots\right\} \subset \sigma\left(T_{1}(V)\right)$, and each of the eigenvalues is of multiplicity $d-1$, by the spectral mapping theorem for self-adjoint operators we know that the sequence $\left\{m^{2}+n^{2}: n=0,1,2, \cdots\right\}$ consists of the eigenvalues for the problem (3.15) and (3.16), and each of the eigenvalues is of multiplicity $2 d-2$.

From (3.18) it follows that (for brevity we set $\lambda_{n}=\sqrt{m^{2}+n^{2}}$ )

$$
\operatorname{rank} W_{1}\left(\lambda_{n}^{2}\right)=2 d+2
$$

Using Riemann-Lebesgue Lemma, from (3.8)-(3.11), we obtain

$$
\begin{align*}
\cos \left(\lambda_{n} \pi\right) & =(-1)^{n} \cos \frac{m^{2} \pi}{\lambda_{n}+n}=(-1)^{n}+o(1 / n), \\
\sin \left(\lambda_{n} \pi\right) & =(-1)^{n} \sin \frac{m^{2} \pi}{\lambda_{n}+n}=(-1)^{n} \frac{m^{2} \pi}{\lambda_{n}+n}+o\left(1 / n^{2}\right), \\
\Phi_{14}\left(\pi, \lambda_{n}^{2}\right) & =\cos \left(\lambda_{n} \pi\right) I_{d}+K_{4}(\pi, \pi) \frac{\sin \left(\lambda_{n} \pi\right)}{\lambda_{n}}+o(1 / n),  \tag{3.19}\\
\Phi_{21}\left(\pi, \lambda_{n}^{2}\right) & =\frac{\sin \left(\lambda_{n} \pi\right)}{\lambda_{n}} I_{d}-\frac{\cos \left(\lambda_{n} \pi\right)}{\lambda_{n}^{2}} K_{1}+o\left(1 / n^{2}\right) \\
& =(-1)^{n} \frac{m^{2} \pi}{\lambda_{n}\left(\lambda_{n}+n\right)} I_{d}+\frac{(-1)^{n+1}}{\lambda_{n}^{2}} K_{1}+o\left(1 / n^{2}\right),
\end{align*}
$$

which yield, together with (2.9) and (3.18),

$$
\begin{aligned}
\left(S_{3}\left(\lambda_{n}^{2}\right)\right)_{d} & =\left(A_{1} \Phi_{12}\left(\pi, \lambda_{n}^{2}\right)+A_{2} \Phi_{14}\left(\pi, \lambda_{n}^{2}\right)\right)_{d}=\left(A_{2} \Phi_{14}\left(\pi, \lambda_{n}^{2}\right)\right)_{d} \\
& =(\underbrace{\left.(-1)^{n}+o(1 / n), \cdots,(-1)^{n}+o(1 / n)\right)}_{d}, \\
\left(S_{3}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & =O\left(1 / n^{2}\right), \\
\left(S_{4}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & =\left(A_{1} \Phi_{21}\left(\pi, \lambda_{n}^{2}\right)+A_{2} \Phi_{23}\left(\pi, \lambda_{n}^{2}\right)\right)_{1: d-1}=\left(A_{1} \Phi_{21}\left(\pi, \lambda_{n}^{2}\right)\right)_{1: d-1} \\
& =\left((-1)^{n} \frac{m^{2} \pi}{\lambda_{n}\left(\lambda_{n}+n\right)} A_{1}+\frac{(-1)^{n+1}}{\lambda_{n}^{2}} A_{1} K_{1}+o\left(1 / n^{2}\right)\right)_{1: d-1}, \\
\left(S_{4}\left(\lambda_{n}^{2}\right)\right)_{d} & =o(1 / n), \\
S_{7}\left(\lambda_{n}^{2}\right) & =A_{1} \Phi_{14}^{\prime}\left(\pi, \lambda_{n}^{2}\right)-A_{2} \Phi_{12}^{\prime}\left(\pi, \lambda_{n}^{2}\right)=O(1), \\
\left(S_{8}\left(\lambda_{n}^{2}\right)\right)_{d} & =\left(A_{1} \Phi_{23}^{\prime}\left(\pi, \lambda_{n}^{2}\right)-A_{2} \Phi_{21}^{\prime}\left(\pi, \lambda_{n}^{2}\right)\right)_{d}=\left(-A_{2} \Phi_{21}^{\prime}\left(\pi, \lambda_{n}^{2}\right)\right)_{d} \\
& =(\underbrace{(-1)^{n+1}+o(1 / n), \cdots,(-1)^{n+1}+o(1 / n)}_{d}), \\
\left(S_{8}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & =o(1 / n) .
\end{aligned}
$$

## Denote

$$
S \stackrel{\text { def }}{=}\binom{S_{3}\left(\lambda_{n}^{2}\right) S_{4}\left(\lambda_{n}^{2}\right)}{S_{7}\left(\lambda_{n}^{2}\right) S_{8}\left(\lambda_{n}^{2}\right)}=\left(\begin{array}{cc}
\left(S_{3}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & \left(S_{4}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} \\
\left(S_{3}\left(\lambda_{n}^{2}\right)\right)_{d} & \left(S_{4}\left(\lambda_{n}^{2}\right)\right)_{d} \\
\left(S_{7}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & \left(S_{8}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} \\
\left(S_{7}\left(\lambda_{n}^{2}\right)\right)_{d} & \left(S_{8}\left(\lambda_{n}^{2}\right)\right)_{d}
\end{array}\right)
$$

then

$$
S=\left(\begin{array}{cc}
O\left(1 / n^{2}\right) & \left(\frac{(-1)^{n} m^{2} \pi}{\lambda_{n}\left(\lambda_{n}+n\right)} A_{1}+\frac{(-1)^{n+1}}{\lambda_{n}^{2}} A_{1} K_{1}+o\left(\frac{1}{n^{2}}\right)\right)_{1: d-1} \\
(-1)^{n} I_{1 \times d}+o(1 / n) & o(1 / n) \\
O(1) & o(1 / n) \\
O(1) & (-1)^{n+1} I_{1 \times d}+o(1 / n)
\end{array}\right)
$$

where $I_{1 \times d}=(\underbrace{1, \cdots, 1}_{d})$.
The fact that rank $W_{1}\left(\lambda_{n}^{2}\right)=2 d+2$ yields

$$
\operatorname{rank} S=2
$$

which implies that

$$
\operatorname{rank}\left(\begin{array}{cc}
O(1) & \left(-\frac{m^{2} \pi}{2} A_{1}+A_{1} K_{1}+o(1)\right)_{1: d-1} \\
I_{1 \times d}+o(1 / n) & o(1 / n) \\
O(1) & o(1 / n) \\
O(1) & I_{1 \times d}+o(1 / n)
\end{array}\right)=2
$$

i.e.,

$$
\operatorname{rank}\left(\begin{array}{cc}
\left(-\frac{m^{2} \pi}{2} A_{1}+A_{1} K_{1}+o(1)\right)_{1: d-1} & O(1) \\
I_{1 \times d}+o(1 / n) & O(1) \\
o(1 / n) & I_{1 \times d}+o(1 / n) \\
o(1 / n) & O(1)
\end{array}\right)=2
$$

From (3.13) and (2.9), we see that

$$
\begin{aligned}
& \binom{\left(-\frac{m^{2} \pi}{2} A_{1}+A_{1} K_{1}+o(1)\right)_{1: d-1}}{I_{1 \times d}+o(1 / n)} \\
& \quad=\left(\begin{array}{cccccc}
k_{1}-\frac{m^{2} \pi}{2}-k_{2}+\frac{m^{2} \pi}{2} & 0 & \cdots & 0 & 0 \\
0 & k_{2}-\frac{m^{2} \pi}{2} & -k_{3}+\frac{m^{2} \pi}{2} \cdots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & 0 & \cdots & k_{d-1}-\frac{m^{2} \pi}{2}-k_{d}+\frac{m^{2} \pi}{2} \\
1 & 1 & 1 & \cdots & 1 & 1
\end{array}\right)+o(1) .
\end{aligned}
$$

Denote

$$
\widehat{S} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
\left(-\frac{m^{2} \pi}{2} A_{1}+A_{1} K_{1}+o(1)\right)_{1: d-1} & O(1) \\
I_{1 \times d}+o(1 / n) & O(1) \\
o(1 / n) & I_{1 \times d}+o(1 / n) \\
o(1 / n) & O(1)
\end{array}\right)
$$

Then rank $\widehat{S}=2$ implies that for each $3 \times 3$ minor of $\widehat{S}$ vanishes. Thus, for all $n \in \mathbf{N}$ we obtain

$$
\operatorname{det}\left(\begin{array}{ccc}
k_{1}-\frac{m^{2} \pi}{2}+o(1)-k_{2}+\frac{m^{2} \pi}{2}+o(1) & O(1) \\
1+o(1) & 1+o(1) & O(1) \\
o(1 / n) & o(1 / n) & 1+o(1 / n)
\end{array}\right)=0
$$

and

$$
\operatorname{det}\left(\begin{array}{ccc}
k_{1}-\frac{m^{2} \pi}{2}+o(1)-k_{2}+\frac{m^{2} \pi}{2}+o(1) & O(1) \\
o(1) & k_{2}-\frac{m^{2} \pi}{2}+o(1) & O(1) \\
o(1 / n) & o(1 / n) & 1+o(1 / n)
\end{array}\right)=0 .
$$

By calculation of two determinants above, we have for all $n \in \mathbf{N}$

$$
k_{1}+k_{2}-m^{2} \pi+o(1)=0 \quad \text { and }\left(k_{1}-\frac{m^{2} \pi}{2}\right)\left(k_{2}-\frac{m^{2} \pi}{2}\right)+o(1)=0
$$

letting $n \rightarrow \infty$, it yields that

$$
\begin{equation*}
k_{1}=k_{2}=\frac{m^{2} \pi}{2} \tag{3.20}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
k_{j}=\frac{m^{2} \pi}{2}, \quad j=\overline{1, d} \tag{3.21}
\end{equation*}
$$

therefore

$$
K_{1}=\frac{m^{2} \pi}{2} I_{d}
$$

From (3.13) it follows

$$
\operatorname{diag}\left[\int_{0}^{\pi}\left(\left(p_{1}(x)+m\right)^{2}+q_{1}^{2}(x)\right) d x, \cdots, \int_{0}^{\pi}\left(\left(p_{d}(x)+m\right)^{2}+q_{d}^{2}(x)\right) d x\right]=m^{2} \pi I_{d}
$$

and from this, we obtain

$$
\sum_{j=1}^{d} \int_{0}^{\pi}\left[\left(p_{j}(x)+m\right)^{2}+q_{j}^{2}(x)\right] d x=m^{2} \pi d
$$

which implies, by the assumption $\operatorname{tr} \int_{0}^{\pi} P(x) d x=0$,

$$
\sum_{j=1}^{d} \int_{0}^{\pi}\left[p_{j}^{2}(x)+q_{j}^{2}(x)\right] d x=0
$$

therefore,

$$
p_{j}(x)=q_{j}(x)=0, \quad j=\overline{1, d}
$$

The proof is finished.
The proof of Theorem 2.2. The operator $T_{2}^{2}(V)$ can be rewritten as

$$
\begin{equation*}
T_{2}^{2}(V) Y=-Y^{\prime \prime}+\Omega(x) Y=\lambda Y, \lambda \in \mathbf{C} \tag{3.22}
\end{equation*}
$$

subject to the boundary conditions

$$
\left\{\begin{array}{l}
Y_{1}^{\prime}(0)=Y_{2}(0)=0  \tag{3.23}\\
A_{1} Y_{1}(\pi)+A_{2} Y_{2}(\pi)=0, A_{1} Y_{2}^{\prime}(\pi)-A_{2} Y_{1}^{\prime}(\pi)=0
\end{array}\right.
$$

Substituting (3.14) into (3.23), we have

$$
\begin{equation*}
W_{2}(\lambda)\left(C_{1}, C_{2}, C_{3}, C_{4}\right)^{t}=0 \tag{3.24}
\end{equation*}
$$

where the matrix

$$
W_{2}(\lambda)=\left(\begin{array}{cccc}
I_{d} & 0 & 0 & 0  \tag{3.25}\\
0 & I_{d} & 0 & 0 \\
S_{3}(\lambda) & S_{4}(\lambda) & S_{1}(\lambda) & S_{2}(\lambda) \\
S_{7}(\lambda) & S_{8}(\lambda) & S_{5}(\lambda) & S_{6}(\lambda)
\end{array}\right)
$$

For brevity we set $\lambda_{n}=\sqrt{m^{2}+(n+(1 / 2))^{2}}$, by assumption

$$
\left\{ \pm \sqrt{m^{2}+(n+(1 / 2))^{2}}: n=0,1,2, \cdots\right\} \subset \sigma\left(T_{2}(V)\right)
$$

and each of the eigenvalues is of multiplicity $d-1$, from (3.25) it follows that

$$
\operatorname{rank} W_{2}\left(\lambda_{n}^{2}\right)=2 d+2
$$

A simple calculation implies

$$
\begin{aligned}
\left(S_{1}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & =\left((-1)^{n+1} \frac{m^{2} \pi}{\lambda_{n}+n+(1 / 2)} A_{1}+\frac{(-1)^{n}}{\lambda_{n}} A_{1} K_{1}+o\left(1 / n^{2}\right)\right)_{1: d-1}, \\
\left(S_{1}\left(\lambda_{n}^{2}\right)\right)_{d} & =O(1 / n) \\
\left(S_{2}\left(\lambda_{n}^{2}\right)\right)_{d} & =\left(\frac{(-1)^{n}}{\lambda_{n}} A_{2}+o(1 / n)\right)_{d} \\
\left(S_{2}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & =\left((-1)^{n+1} \lambda_{n} A_{2}+o(1)\right)_{d} \\
\left(S_{5}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & =O(1 / n), \quad S_{6}\left(\lambda_{n}^{2}\right)=O(1 / n)
\end{aligned}
$$

## Denote

$$
T \stackrel{\text { def }}{=}\binom{S_{1}\left(\lambda_{n}^{2}\right) S_{2}\left(\lambda_{n}^{2}\right)}{S_{5}\left(\lambda_{n}^{2}\right) S_{6}\left(\lambda_{n}^{2}\right)}=\left(\begin{array}{cc}
\left(S_{1}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & \left(S_{2}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} \\
\left(S_{1}\left(\lambda_{n}^{2}\right)\right)_{d} & \left(S_{2}\left(\lambda_{n}^{2}\right)\right)_{d} \\
\left(S_{5}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} & \left(S_{6}\left(\lambda_{n}^{2}\right)\right)_{1: d-1} \\
\left(S_{5}\left(\lambda_{n}^{2}\right)\right)_{d} & \left(S_{6}\left(\lambda_{n}^{2}\right)\right)_{d}
\end{array}\right),
$$

then

$$
T=\left(\begin{array}{cc}
\left(\frac{(-1)^{n+1} m^{2} \pi}{\lambda_{n}+n+(1 / 2)} A_{1}+\frac{(-1)^{n}}{\lambda_{n}} A_{1} K_{1}+o\left(\frac{1}{n^{2}}\right)\right)_{1: d-1} & o\left(\frac{1}{n^{2}}\right) \\
O(1 / n) & \frac{(-1)^{n}}{n} I_{1 \times d}+o\left(\frac{1}{n}\right) \\
O(1 / n) & O(1 / n) \\
n(-1)^{n+1} I_{1 \times d}+o(1) & O(1 / n)
\end{array}\right) .
$$

The fact that rank $W_{2}\left(\lambda_{n}^{2}\right)=2 d+2$ yields

$$
\operatorname{rank} T=2
$$

which implies that

$$
\operatorname{rank}\left(\begin{array}{cc}
\left(-\frac{m^{2} \pi}{2} A_{1}+A_{1} K_{1}+o(1)\right)_{1: d-1} & o(1 / n) \\
O(1) & I_{1 \times d}+o(1) \\
O(1) & O(1) \\
I_{1 \times d}+o(1) & o(1)
\end{array}\right)=2,
$$

i.e.,

$$
\operatorname{rank}\left(\begin{array}{cc}
\left(-\frac{m^{2} \pi}{2} A_{1}+A_{1} K_{1}+o(1)\right)_{1: d-1} & o(1 / n) \\
I_{1 \times d}+o(1) & o(1) \\
O(1) & I_{1 \times d}+o(1) \\
O(1) & O(1)
\end{array}\right)=2 .
$$

Denote

$$
\widehat{T} \stackrel{\text { def }}{=}\left(\begin{array}{cc}
\left(-\frac{m^{2} \pi}{2} A_{1}+A_{1} K_{1}+o(1)\right)_{1: d-1} & o(1 / n) \\
I_{1 \times d}+o(1) & o(1) \\
O(1) & I_{1 \times d}+o(1) \\
O(1) & O(1)
\end{array}\right) .
$$

Then rank $\widehat{T}=2$ implies that for each $3 \times 3$ minor of $\widehat{T}$ vanishes. Thus, for all $n \in \mathbf{N}$ we obtain

$$
\operatorname{det}\left(\begin{array}{ccc}
k_{1}-\frac{m^{2} \pi}{2}+o(1)-k_{2}+\frac{m^{2} \pi}{2}+o(1) & o(1) \\
1+o(1) & 1+o(1) & o(1) \\
O(1) & O(1) & 1+o(1)
\end{array}\right)=0
$$

and

$$
\operatorname{det}\left(\begin{array}{ccc}
k_{1}-\frac{m^{2} \pi}{2}+o(1)-k_{2}+\frac{m^{2} \pi}{2}+o(1) & o(1) \\
o(1) & k_{2}-\frac{m^{2} \pi}{2}+o(1) & o(1) \\
O(1) & O(1)) & 1+o(1)
\end{array}\right)=0
$$

By calculation of two determinants above, we have

$$
k_{1}=k_{2}=\frac{m^{2} \pi}{2}
$$

Similarly, we obtain

$$
k_{1}=k_{2}=\cdots=k_{d}=\frac{m^{2} \pi}{2}
$$

Therefore, the proof is completed.
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