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#### Abstract

We study several related maps from the space of symmetric (respectively, antisymmetric) operators, acting on a complex Hilbert space, to itself: rank preserving linear maps (more precisely, maps preserving rank one operators in the symmetric case, and maps preserving rank two operators in the antisymmetric case), surjective linear isometries and generalized bicircular projections.


## 1. Introduction

Let $\mathscr{H}$ be a complex Hilbert space and let $\mathscr{B}(\mathscr{H})$ be the algebra of all bounded linear operators on $\mathscr{H}$. Throughout this paper we will fix an orthonormal basis $\left\{e_{\lambda}\right.$ : $\lambda \in \Lambda\}$ of $\mathscr{H}$. For $x \in \mathscr{H}$ we have $x=\sum_{\lambda \in \Lambda}\left\langle x, e_{\lambda}\right\rangle e_{\lambda}$ and define $\bar{x}=\sum_{\lambda \in \Lambda}\left\langle e_{\lambda}, x\right\rangle e_{\lambda}$. Notice that $\langle\bar{x}, \bar{y}\rangle=\langle y, x\rangle$ for all $x, y \in \mathscr{H}$.

Let $T \in \mathscr{B}(\mathscr{H})$. If $S \in \mathscr{B}(\mathscr{H})$ is such that $\left\langle T e_{\lambda}, e_{\mu}\right\rangle=\left\langle S e_{\mu}, e_{\lambda}\right\rangle$ for all $\lambda, \mu \in$ $\Lambda$, then $S$ is called the transpose of $T$ associated to the basis $\left\{e_{\lambda}: \lambda \in \Lambda\right\}$ and it is denoted by $T^{t}$. An easy computation shows $T^{t} x=\overline{T^{*} \bar{x}}$ for all $x \in \mathscr{H}$. This implies $\left\langle T^{t} x, y\right\rangle=\langle T \bar{y}, \bar{x}\rangle$ for all $x, y \in \mathscr{H}$. If $T^{t}=T$, then $T$ is called a symmetric operator, and if $T^{t}=-T$, then $T$ is called an antisymmetric operator.

For $x, y \in \mathscr{H}$ we write $x \otimes y$ for the operator defined by $(x \otimes y)(\xi)=\langle\xi, y\rangle x$ for all $\xi \in \mathscr{H}$. Clearly, $x \otimes y \in \mathscr{B}(\mathscr{H})$ and $\|x \otimes y\|=\|x\| \cdot\|y\|$. If $x$ and $y$ are nonzero, then $x \otimes y$ is rank one. It can be easily verified that $(x \otimes y)^{t}=\bar{y} \otimes \bar{x}$ for all $x, y \in \mathscr{H}$.

By $\mathscr{S}(\mathscr{H})$ and $\mathscr{A}(\mathscr{H})$ we will denote the linear subspaces of all symmetric and antisymmetric operators in $\mathscr{B}(\mathscr{H})$, respectively. The matrix space $\mathscr{S}_{n}(\mathbb{C})$ of all $n \times n$ complex symmetric matrices, and the matrix space $\mathscr{K}_{n}(\mathbb{C})$ of all $n \times n$ complex skewsymmetric matrices, equipped with the spectral norm, can be considered as a special (finite dimensional) case of $\mathscr{S}(\mathscr{H})$ and $\mathscr{A}(\mathscr{H})$, respectively.

Let $X$ be a complex Banach space. A linear map $P: X \rightarrow X$ satisfying $P^{2}=P$ is called a linear projection on $X$. By $\bar{P}$ is denoted its complementary projection $I-P$, where $I$ is the identity operator on $X$.

[^0]DEfinition 1.1. A linear projection $P$ on $X$ is called bicircular if the map $P+$ $\lambda \bar{P}$ is an isometry for all modulus one $\lambda \in \mathbb{C}$, and it is called a generalized bicircular projection if the map $P+\lambda \bar{P}$ is an isometry for some modulus one $\lambda \in \mathbb{C}, \lambda \neq 1$.

The structure of bicircular projections on $\mathscr{S}(\mathscr{H})$ and $\mathscr{A}(\mathscr{H})$ is determined in [9, Theorems 2.3 and 2.5], and the structure of generalized bicircular projections on $\mathscr{S}_{n}(\mathbb{C})$ and $\mathscr{K}_{n}(\mathbb{C})$, with respect to the spectral norm, in [4, Theorems 5.1 and 5.2]. The aim of this paper is to fill a gap between these results by deducing the form of generalized bicircular projections on $\mathscr{S}(\mathscr{H})$ and $\mathscr{A}(\mathscr{H})$, where $\mathscr{H}$ is infinite dimensional. Although most of our results hold for finite dimensional $\mathscr{H}$ as well, we will assume throughout the paper that $\mathscr{H}$ is infinite dimensional.

By [9, Theorem 2.3] there are only trivial bicircular projections on $\mathscr{S}(\mathscr{H})$, that is, zero and the identity operator. However, if $P$ is a bicircular projection on $\mathscr{A}(\mathscr{H})$, then either $P$ or $\bar{P}$ is of the form $X \mapsto R X+X R^{t}$ with $R=x \otimes x$ for some norm one $x \in \mathscr{H}$, see [9, Theorem 2.5].

According to the recent general result [5, Theorem 2.1] in the setting of JB*triples, a generalized bicircular projection $P$ acting on a JB*-triple $A$ is either bicircular, or $\lambda=-1$ and $P=\frac{1}{2}(I+\varphi)$ for some surjective linear isometry $\varphi: A \rightarrow A$ satisfying $\varphi^{2}=I$. Since $\mathscr{S}(\mathscr{H})$ and $\mathscr{A}(\mathscr{H})$ belong to the class of JB*-triples and the structure of bicircular projections on these spaces has been already known, it remains to determine the structure of surjective linear isometries on these spaces. It turns out that this problem can be reduced to the problem of linear maps preserving rank, more precisely, preserving rank one operators in $\mathscr{S}(\mathscr{H})$ and preserving rank two operators in $\mathscr{A}(\mathscr{H})$. Recall that every surjective linear isometry $\varphi: A \rightarrow A$, where $A=\mathscr{S}(\mathscr{H})$ or $A=\mathscr{A}(\mathscr{H})$, satisfies $\varphi\left(X Y^{*} X\right)=\varphi(X) \varphi(Y)^{*} \varphi(X)$ for all $X, Y \in A$ (the corresponding result in a more general setting of JB*-triples can be found in [6] and [3, Theorem $\mathrm{D}])$. Our purpose is to find an explicit formula for $\varphi$.

The linear preserver problem which concerns characterization of linear operators on matrix spaces that leave certain functions, subsets, relations, etc., invariant has been one of the most active and fertile subjects in matrix theory during the past one hundred years. In the last few decades a lot of results on linear preservers, not only on matrix algebras, but also on more general rings and operator algebras, have been obtained. It has turned out that one of the most important classes of linear preserver problems in matrix and operator theory is the one concerning rank. More information on linear (as well as nonlinear) preserver problems can be found e.g. in a book [7], where an extensive list of references on this subject is given.

## 2. Generalized bicircular projections on $\mathscr{S}(\mathscr{H})$

If $X \in \mathscr{B}(\mathscr{H})$ is a rank one operator and $u$ is a nonzero element of its range, it is an easy exercise to prove the existence of $v \in \mathscr{H}$ such that $X=u \otimes \bar{v}$ (e.g. [8, p. 56]). If $X \in \mathscr{S}(\mathscr{H})$, then $u \otimes \bar{v}=v \otimes \bar{u}$. Thus there exists $\alpha \in \mathbb{C}$ such that $v=\alpha u$. If we define $x=\alpha^{1 / 2} u$, then

$$
\begin{aligned}
\left\langle(u \otimes \bar{v}) e_{\lambda}, e_{\mu}\right\rangle & =\left\langle v, e_{\lambda}\right\rangle\left\langle u, e_{\mu}\right\rangle=\alpha\left\langle u, e_{\lambda}\right\rangle\left\langle u, e_{\mu}\right\rangle \\
& =\left\langle x, e_{\lambda}\right\rangle\left\langle x, e_{\mu}\right\rangle=\left\langle(x \otimes \bar{x}) e_{\lambda}, e_{\mu}\right\rangle
\end{aligned}
$$

for all $\lambda, \mu \in \Lambda$. Hence, $X=x \otimes \bar{x}$. If $x \otimes \bar{x}=y \otimes \bar{y}$, then $y=x$ or $y=-x$. Therefore, every symmetric rank one operator has the form $x \otimes \bar{x}$ for some unique (up to a sign) $x \in \mathscr{H}$.

Lemma 2.1. A nonzero operator $X \in \mathscr{S}(\mathscr{H})$ is rank one if and only if $X \mathscr{S}(\mathscr{H}) X$ $=\mathbb{C} X$.

Proof. If $X \in \mathscr{S}(\mathscr{H})$ is rank one, then there exists $x \in \mathscr{H}$ such that $X=x \otimes \bar{x}$. For all $Y \in \mathscr{S}(\mathscr{H})$ and $y \in \mathscr{H}$ we have

$$
\begin{aligned}
X Y X y & =(x \otimes \bar{x}) Y(x \otimes \bar{x}) y=(x \otimes \bar{x}) Y(\langle y, \bar{x}\rangle x) \\
& =\langle y, \bar{x}\rangle(x \otimes \bar{x}) Y x=\langle y, \bar{x}\rangle\langle Y x, \bar{x}\rangle x=\langle Y x, \bar{x}\rangle(x \otimes \bar{x}) y=\langle Y x, \bar{x}\rangle X y .
\end{aligned}
$$

Therefore, $X \mathscr{S}(\mathscr{H}) X \subseteq \mathbb{C} X$. Fix $\lambda \in \mathbb{C}$. If $\langle Y x, \bar{x}\rangle=0$ for all $Y \in \mathscr{S}(\mathscr{H})$, then $X \mathscr{S}(\mathscr{H}) X=0$. In particular, $X X^{*} X=0$ which yields $X=0$. Hence, there exists $Y \in \mathscr{S}(\mathscr{H})$ such that $\langle Y x, \bar{x}\rangle \neq 0$. If we define $Z=\frac{\lambda}{\langle Y x, \bar{x}\rangle} Y$, then $Z \in \mathscr{S}(\mathscr{H})$ and $X Z X=\lambda X$. Hence, $\mathbb{C} X \subseteq X \mathscr{S}(\mathscr{H}) X$.

Assume that a nonzero $X \in \mathscr{S}(\mathscr{H})$ is such that $X \mathscr{S}(\mathscr{H}) X=\mathbb{C} X$. There exists $\lambda \in \Lambda$ such that $X e_{\lambda} \neq 0$. Furthermore, there exists $\alpha \in \mathbb{C}$ with the property $X\left(e_{\lambda} \otimes\right.$ $\left.e_{\lambda}\right) X=\alpha X$. Thus,

$$
\left\langle X x, e_{\lambda}\right\rangle X e_{\lambda}=\alpha X x
$$

for all $x \in \mathscr{H}$. If $\alpha=0$, then $\left\langle X x, e_{\lambda}\right\rangle X e_{\lambda}=0$ for all $x \in \mathscr{H}$. This implies $\left\langle X x, e_{\lambda}\right\rangle=$ 0 for all $x \in \mathscr{H}$. In particular, for all $\mu \in \Lambda$,

$$
\left\langle X e_{\lambda}, e_{\mu}\right\rangle=\left\langle X e_{\mu}, e_{\lambda}\right\rangle=0
$$

which yields $X e_{\lambda}=0$; a contradiction. Hence, $\alpha \neq 0$. Thus,

$$
X x=\frac{1}{\alpha}\left\langle X x, e_{\lambda}\right\rangle X e_{\lambda} \in \mathbb{C}\left(X e_{\lambda}\right)
$$

so $X$ is rank one.
Lemma 2.2. If $A \in \mathscr{S}(\mathscr{H})$ is such that $X A X=0$ for all rank one operators $X \in \mathscr{S}(\mathscr{H})$, then $A=0$.

Proof. Let $x \in \mathscr{H}$ be nonzero and let $X=x \otimes \bar{x}$. Then

$$
\begin{aligned}
0 & =X A X \bar{x}=(x \otimes \bar{x}) A(x \otimes \bar{x}) \bar{x} \\
& =\langle x, x\rangle(x \otimes \bar{x}) A x=\langle x, x\rangle\langle A x, \bar{x}\rangle x .
\end{aligned}
$$

Thus $\langle A x, \bar{x}\rangle=0$ for all $x \in \mathscr{H}$. Inserting $x+\bar{y}$ instead of $x$, and using the assumption that $A$ is symmetric, we get

$$
0=\langle A x, y\rangle+\langle A \bar{y}, \bar{x}\rangle=2\langle A x, y\rangle
$$

for all $x, y \in \mathscr{H}$. Hence, $A=0$.

Lemma 2.3. If $A, B \in \mathscr{B}(\mathscr{H})$ are such that $A X A^{t}=B X B^{t}$ for all rank one operators $X \in \mathscr{S}(\mathscr{H})$, then $A=B$ or $A=-B$.

Proof. For all $x, y \in \mathscr{H}$ we have

$$
A(x \otimes \bar{x}) A^{t} \bar{y}=\left\langle A^{t} \bar{y}, \bar{x}\right\rangle A x=\langle A x, y\rangle A x
$$

and analogously

$$
B(x \otimes \bar{x}) B^{t} \bar{y}=\langle B x, y\rangle B x .
$$

Our assumption yields

$$
\begin{equation*}
\langle A x, y\rangle A x=\langle B x, y\rangle B x . \tag{1}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\langle A x, y\rangle^{2}=\langle B x, y\rangle^{2} \tag{2}
\end{equation*}
$$

Assume $A \neq B$ and $A \neq-B$. Let $x_{1} \in \mathscr{H}$ be such that $A x_{1} \neq B x_{1}$. Then there exists $y_{1} \in \mathscr{H}$ such that $\left\langle A x_{1}, y_{1}\right\rangle \neq\left\langle B x_{1}, y_{1}\right\rangle$. By (2), we have $\left\langle A x_{1}, y_{1}\right\rangle=-\left\langle B x_{1}, y_{1}\right\rangle$. Then (1) implies

$$
\left\langle B x_{1}, y_{1}\right\rangle\left(A x_{1}+B x_{1}\right)=0 .
$$

Since $\left\langle B x_{1}, y_{1}\right\rangle=-\left\langle A x_{1}, y_{1}\right\rangle \neq-\left\langle B x_{1}, y_{1}\right\rangle$, we have $\left\langle B x_{1}, y_{1}\right\rangle \neq 0$. Hence, $A x_{1}=$ $-B x_{1}$. Let $x_{2} \in \mathscr{H}$ be such that $A x_{2} \neq-B x_{2}$. In the same manner we conclude $A x_{2}=B x_{2}$. Inserting $x_{1}+x_{2}$ instead of $x$ and $y_{1}$ instead of $y$ in (1), we get

$$
\begin{equation*}
\left\langle B x_{1}, y_{1}\right\rangle B x_{2}+\left\langle B x_{2}, y_{1}\right\rangle B x_{1}=0 \tag{3}
\end{equation*}
$$

which implies

$$
\left\langle B x_{1}, y_{1}\right\rangle\left\langle B x_{2}, y_{1}\right\rangle=0
$$

Since $\left\langle B x_{1}, y_{1}\right\rangle \neq 0$, we have $\left\langle B x_{2}, y_{1}\right\rangle=0$. Notice that $B x_{2}=A x_{2} \neq-B x_{2}$ implies $B x_{2} \neq 0$. Then the first summand in (3) is nonzero, and the second one is zero; a contradiction. Hence, $A=B$ or $A=-B$.

Proposition 2.4. Let $\varphi: \mathscr{S}(\mathscr{H}) \rightarrow \mathscr{S}(\mathscr{H})$ be a bounded injective linear map preserving rank one operators. Then there exists a unique (up to a sign) $T \in \mathscr{B}(\mathscr{H})$ such that

$$
\varphi(X)=T X T^{t}
$$

for all rank one $X \in \mathscr{S}(\mathscr{H})$. Furthermore, the map $T$ is injective.

Proof. Let us fix a nonzero $x_{0} \in \mathscr{H}$ and write $\varphi\left(x_{0} \otimes \overline{x_{0}}\right)=u_{0} \otimes \overline{u_{0}}$ with $u_{0} \in \mathscr{H}$. Let $x \in \mathscr{H}$ be such that $x$ and $x_{0}$ are linearly independent and write $\varphi(x \otimes \bar{x})=u \otimes \bar{u}$ for some $u \in \mathscr{H}$. Then $u$ and $u_{0}$ are also linearly independent.

Notice that

$$
\begin{aligned}
\varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right) & =\frac{1}{2} \varphi\left(\left(x_{0}+x\right) \otimes\left(\overline{x_{0}+x}\right)\right)-\frac{1}{2} \varphi\left(\left(x_{0}-x\right) \otimes\left(\overline{x_{0}-x}\right)\right) \\
& =\frac{1}{2} v \otimes \bar{v}-\frac{1}{2} w \otimes \bar{w}
\end{aligned}
$$

for some linearly independent $v, w \in \mathscr{H}$. On the other hand,

$$
\begin{aligned}
\varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right) & =\varphi\left(\left(x_{0}+x\right) \otimes\left(\overline{x_{0}+x}\right)\right)-\varphi\left(x_{0} \otimes \overline{x_{0}}\right)-\varphi(x \otimes \bar{x}) \\
& =v \otimes \bar{v}-u_{0} \otimes \overline{u_{0}}-u \otimes \bar{u} .
\end{aligned}
$$

Hence,

$$
\frac{1}{2} v \otimes \bar{v}+\frac{1}{2} w \otimes \bar{w}=u_{0} \otimes \overline{u_{0}}+u \otimes \bar{u} .
$$

If $\xi \in \mathscr{H}$ is such that $\langle w, \xi\rangle=0$ and $\langle v, \xi\rangle=1$, then

$$
v=2\left\langle u_{0}, \xi\right\rangle u_{0}+2\langle u, \xi\rangle u
$$

that is, $v=\alpha u_{0}+\beta u$ for some $\alpha, \beta \in \mathbb{C}$. This implies

$$
\begin{align*}
\varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right) & =\left(\alpha u_{0}+\beta u\right) \otimes\left(\overline{\alpha u_{0}+\beta u}\right)-u_{0} \otimes \overline{u_{0}}-u \otimes \bar{u} \\
& =\left(\alpha^{2}-1\right) u_{0} \otimes \overline{u_{0}}+\alpha \beta\left(u_{0} \otimes \bar{u}+u \otimes \overline{u_{0}}\right)+\left(\beta^{2}-1\right) u \otimes \bar{u} . \tag{4}
\end{align*}
$$

Assume that $\beta^{2}-1 \neq 0$. Let $\lambda=\frac{(\alpha \beta)^{2}}{\beta^{2}-1}-\alpha^{2}+1$. Then

$$
\begin{aligned}
& \varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}+\lambda x_{0} \otimes \overline{x_{0}}\right) \\
= & \varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right)+\lambda \varphi\left(x_{0} \otimes \overline{x_{0}}\right) \\
= & \left(\alpha^{2}-1+\lambda\right) u_{0} \otimes \overline{u_{0}}+\alpha \beta\left(u_{0} \otimes \bar{u}+u \otimes \overline{u_{0}}\right)+\left(\beta^{2}-1\right) u \otimes \bar{u} \\
= & u_{0} \otimes \overline{\left(\frac{(\alpha \beta)^{2}}{\beta^{2}-1} u_{0}+\alpha \beta u\right)}+u \otimes \overline{\left(\alpha \beta u_{0}+\left(\beta^{2}-1\right) u\right)} \\
= & \left(\frac{\alpha \beta}{\beta^{2}-1} u_{0}+u\right) \otimes \overline{\left(\alpha \beta u_{0}+\left(\beta^{2}-1\right) u\right)} \\
= & \frac{1}{\beta^{2}-1}\left(\alpha \beta u_{0}+\left(\beta^{2}-1\right) u\right) \otimes\left(\overline{\alpha \beta u_{0}+\left(\beta^{2}-1\right) u}\right)
\end{aligned}
$$

is rank one. Thus, $\lambda \neq 0$. However,

$$
\begin{aligned}
& \varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}+\lambda x_{0} \otimes \overline{x_{0}}\right) \\
= & \varphi\left(\left(\lambda^{-1 / 2} x+\lambda^{1 / 2} x_{0}\right) \otimes\left(\overline{\lambda^{-1 / 2} x+\lambda^{1 / 2} x_{0}}\right)\right)-\lambda^{-1} \varphi(x \otimes \bar{x})
\end{aligned}
$$

is rank two; a contradiction. Therefore, $\beta^{2}-1=0$. Analogously, $\alpha^{2}-1=0$. Hence, $\alpha \beta=1$ or $\alpha \beta=-1$. Let us define $T x=\alpha \beta u$. Then (4) can be written as

$$
\varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right)=u_{0} \otimes \overline{T x}+T x \otimes \overline{u_{0}} .
$$

We also have

$$
\varphi(x \otimes \bar{x})=u \otimes \bar{u}=\alpha \beta u \otimes \overline{\alpha \beta u}=T x \otimes \overline{T x} .
$$

If $x=\mu x_{0}$ for some $\mu \in \mathbb{C}$, define $T x=\mu u_{0}$. Then

$$
\begin{aligned}
& \varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right)=2 \mu \varphi\left(x_{0} \otimes \overline{x_{0}}\right)=2 \mu u_{0} \otimes \overline{u_{0}} \\
= & u_{0} \otimes \overline{\mu u_{0}}+\mu u_{0} \otimes \overline{u_{0}}=u_{0} \otimes \overline{T x}+T x \otimes \overline{u_{0}}
\end{aligned}
$$

and also

$$
\varphi(x \otimes \bar{x})=\mu^{2} \varphi\left(x_{0} \otimes \overline{x_{0}}\right)=\mu u_{0} \otimes \overline{\mu u_{0}}=T x \otimes \overline{T x} .
$$

Hence, for all $x \in \mathscr{H}$,

$$
\begin{gathered}
\varphi(x \otimes \bar{x})=T x \otimes \overline{T x} \\
\varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right)=T x_{0} \otimes \overline{T x}+T x \otimes \overline{T x_{0}} .
\end{gathered}
$$

Since $\varphi$ is linear, for all $\lambda \in \mathbb{C}, x, y \in \mathscr{H}$,

$$
\begin{aligned}
& T x_{0} \otimes \overline{T(\lambda x+y)}+T(\lambda x+y) \otimes \overline{T x_{0}} \\
= & \varphi\left(x_{0} \otimes\left(\overline{\lambda x+y)}+(\lambda x+y) \otimes \overline{x_{0}}\right)\right. \\
= & \lambda \varphi\left(x_{0} \otimes \bar{x}+x \otimes \overline{x_{0}}\right)+\varphi\left(x_{0} \otimes \bar{y}+y \otimes \overline{x_{0}}\right) \\
= & \lambda\left(T x_{0} \otimes \overline{T x}+T x \otimes \overline{T x_{0}}\right)+T x_{0} \otimes \overline{T y}+T y \otimes \overline{T x_{0}} \\
= & T x_{0} \otimes(\overline{\lambda T x+T y})+(\lambda T x+T y) \otimes \overline{T x_{0}},
\end{aligned}
$$

which implies

$$
T x_{0} \otimes(\overline{T(\lambda x+y)-(\lambda T x+T y)})+(T(\lambda x+y)-(\lambda T x+T y)) \otimes \overline{T x_{0}}=0
$$

and we finally conclude that $T$ is linear as well. Furthermore, for all $x \in \mathscr{H}$,

$$
\|T x\|^{2}=\|T x \otimes \overline{T x}\|=\|\varphi(x \otimes \bar{x})\| \leqslant\|\varphi\| \cdot\|x \otimes \bar{x}\|=\|\varphi\| \cdot\|x\|^{2}
$$

hence $T \in \mathscr{B}(\mathscr{H})$.
For all $x, y, z \in \mathscr{H}$,

$$
\begin{aligned}
& \left\langle T(x \otimes \bar{x}) T^{t} y, z\right\rangle=\left\langle T^{t} y, \bar{x}\right\rangle\langle T x, z\rangle=\langle T x, \bar{y}\rangle\langle T x, z\rangle \\
= & \langle y, \overline{T x}\rangle\langle T x, z\rangle=\langle(T x \otimes \overline{T x}) y, z\rangle=\langle\varphi(x \otimes \bar{x}) y, z\rangle .
\end{aligned}
$$

Hence, $\varphi(X)=T X T^{t}$ for all rank one $X \in \mathscr{S}(\mathscr{H})$. By Lemma 2.3, we conclude that such $T$ is unique, up to a sign.

It remains to prove that $T$ is injective. Let $x \in \mathscr{H}$ be such that $T x=0$. Then $\varphi(x \otimes \bar{x})=0$, thus injectivity of $\varphi$ yields $x \otimes \bar{x}=0$ and finally $x=0$.

THEOREM 2.5. Let $\varphi: \mathscr{S}(\mathscr{H}) \rightarrow \mathscr{S}(\mathscr{H})$ be a surjective linear isometry. Then there exists a unitary $U \in \mathscr{B}(\mathscr{H})$ such that

$$
\varphi(X)=U X U^{t}
$$

for all $X \in \mathscr{S}(\mathscr{H})$.

Proof. If $X \in \mathscr{S}(\mathscr{H})$ is a rank one operator, then $X \mathscr{S}(\mathscr{H}) X=\mathbb{C} X$ according to Lemma 2.1. This implies

$$
\mathbb{C} \varphi(X)=\varphi(\mathbb{C} X)=\varphi(X \mathscr{S}(\mathscr{H}) X)=\varphi(X) \varphi(\mathscr{S}(\mathscr{H}))^{*} \varphi(X)=\varphi(X) \mathscr{S}(\mathscr{H}) \varphi(X) .
$$

Lemma 2.1 implies that $\varphi(X)$ is rank one as well.
According to Proposition 2.4 there exists $U \in \mathscr{B}(\mathscr{H})$ such that

$$
\varphi(X)=U X U^{t}
$$

for all rank one $X \in \mathscr{S}(\mathscr{H})$.
Let $X, Y \in \mathscr{S}(\mathscr{H})$ and let $Y$ be a rank one operator. Then

$$
\varphi\left(Y X^{*} Y\right)=\varphi(Y) \varphi(X)^{*} \varphi(Y)
$$

implies

$$
\varphi\left(Y X^{*} Y\right)=U Y U^{t} \varphi(X)^{*} U Y U^{t}
$$

that is

$$
\varphi\left(Y X^{*} Y\right)=\varphi\left(Y U^{t} \varphi(X)^{*} U Y\right)
$$

since $Y U^{t} \varphi(X)^{*} U Y \in \mathscr{S}(\mathscr{H})$ is either zero or a rank one operator. Injectivity of $\varphi$ yields

$$
Y X^{*} Y=Y U^{t} \varphi(X)^{*} U Y
$$

Lemma 2.2 implies

$$
X^{*}=U^{t} \varphi(X)^{*} U
$$

hence

$$
\begin{equation*}
X=U^{*} \varphi(X)\left(U^{t}\right)^{*} \tag{5}
\end{equation*}
$$

for all $X \in \mathscr{S}(\mathscr{H})$. Since $\varphi$ is bijective, replacing $X$ with $\varphi^{-1}(X)$ we get

$$
\varphi^{-1}(X)=U^{*} X\left(U^{t}\right)^{*}
$$

that is

$$
X=\varphi\left(U^{*} X\left(U^{t}\right)^{*}\right)
$$

for all $X \in \mathscr{S}(\mathscr{H})$. In particular, if $X \in \mathscr{S}(\mathscr{H})$ is rank one, then $U^{*} X\left(U^{t}\right)^{*} \in \mathscr{S}(\mathscr{H})$ is either zero or rank one, so we have

$$
X=U U^{*} X\left(U^{t}\right)^{*} U^{t}
$$

Lemma 2.3 yields $U U^{*}=I$ or $U U^{*}=-I$. Since $U U^{*}$ is positive, $U U^{*}=I$. Then (5) implies

$$
\begin{equation*}
\varphi(X)=U X U^{t} \tag{6}
\end{equation*}
$$

for all $X \in \mathscr{S}(\mathscr{H})$. Inserting (6) in (5) we get

$$
X=U^{*} U X U^{t}\left(U^{t}\right)^{*}
$$

thus $U^{*} U=I$ or $U^{*} U=-I$ by Lemma 2.3. Since $U^{*} U$ is positive, $U^{*} U=I$. Hence, $U$ is unitary.

REMARK 2.1. The proof of Theorem 2.5 can be obtained using the results from [1]. However, we decided to prove it via Proposition 2.4 for the sake of completeness, since we deal with the maps having more properties than those in [1].

Corollary 2.6. Let $P: \mathscr{S}(\mathscr{H}) \rightarrow \mathscr{S}(\mathscr{H})$ be a nontrivial linear projection and $\lambda \neq 1$ a modulus one complex number. Then $P+\lambda \bar{P}$ is an isometry if and only if $\lambda=-1$ and there exists $R=R^{*}=R^{2} \in \mathscr{B}(\mathscr{H})$ such that $P$ or $\bar{P}$ has the form $X \mapsto R X R^{t}+(I-R) X\left(I-R^{t}\right)$.

Proof. According to [9, Theorem 2.3], there are no nontrivial bicircular projections on $\mathscr{S}(\mathscr{H})$, so [5, Theorem 2.1] implies $\lambda=-1$ and $P=\frac{1}{2}(I+\varphi)$ for some surjective linear isometry $\varphi: \mathscr{S}(\mathscr{H}) \rightarrow \mathscr{S}(\mathscr{H})$ such that $\varphi^{2}=I$. According to Theorem 2.5, there exists a unitary $U \in \mathscr{B}(\mathscr{H})$ such that $\varphi(X)=U X U^{t}$ for all $X \in \mathscr{S}(\mathscr{H})$. Since $\varphi^{2}=I$, we get

$$
U^{2} X\left(U^{t}\right)^{2}=X
$$

for all $X \in \mathscr{S}(\mathscr{H})$. Lemma 2.3 implies $U^{2}=I$ or $U^{2}=-I$.
If $U^{2}=I$, then $P$ has the form $X \mapsto R X R^{t}+(I-R) X\left(I-R^{t}\right)$ with $R=\frac{1}{2}(I-U)$. If $U^{2}=-I$, then $\bar{P}$ has the form $X \mapsto R X R^{t}+(I-R) X\left(I-R^{t}\right)$ with $R=\frac{1}{2}(I-i U)$. In both cases, $R=R^{*}=R^{2}$.

## 3. Generalized bicircular projections on $\mathscr{A}(\mathscr{H})$

In the setting of $\mathscr{A}(\mathscr{H})$ we follow the same pattern as in the setting of $\mathscr{S}(\mathscr{H})$, but the role of rank one operators is now played by rank two operators. However, as expected, it is more difficult to deal with rank two operators than with rank one operators.

First recall some well-known facts on rank two operators. If $X \in \mathscr{B}(\mathscr{H})$ is rank two, then its range is a two-dimensional Hilbert space. Let $\{e, f\}$ be an orthonormal basis for the range of $X$. There exist linear functionals $f, g$ on $\mathscr{H}$ such that $X \xi=$ $f(\xi) e+g(\xi) f$ for all $\xi \in \mathscr{H}$. Since $f(\xi)=\langle X \xi, e\rangle$, we conclude that $f$ is bounded. If we define $X_{1} \xi=f(\xi) e$ for all $\xi \in \mathscr{H}$, then $X_{1} \in \mathscr{B}(\mathscr{H})$ is rank one. Analogously, $X_{2} \xi=g(\xi) f$ defines a rank one $X_{2} \in \mathscr{B}(\mathscr{H})$. Hence, $X$ is a sum of two rank one operators in $\mathscr{B}(\mathscr{H})$.

Lemma 3.1. If $X \in \mathscr{A}(\mathscr{H})$ is a rank two operator, then there exist $x, y \in \mathscr{H}$ such that $X=x \otimes \bar{y}-y \otimes \bar{x}$.

Proof. Let $X=x \otimes \bar{u}+v \otimes \bar{w}$ with $x, u, v, w \in \mathscr{H}$ and $x, v$ linearly independent. Since $X \in \mathscr{A}(\mathscr{H})$,

$$
x \otimes \bar{u}+v \otimes \bar{w}=-u \otimes \bar{x}-w \otimes \bar{v}
$$

This implies

$$
\begin{equation*}
\langle u, \xi\rangle x+\langle w, \xi\rangle v+\langle x, \xi\rangle u+\langle v, \xi\rangle w=0 \tag{7}
\end{equation*}
$$

for all $\xi \in \mathscr{H}$. Since $x$ and $v$ are linearly independent, there exists $\xi_{1} \in \mathscr{H}$ such that $\left\langle v, \xi_{1}\right\rangle=0$ and $\left\langle x, \xi_{1}\right\rangle=1$. Then (7) implies $u=\alpha x+\beta v$ for some $\alpha, \beta \in \mathbb{C}$. Furthermore, there exists $\xi_{2} \in \mathscr{H}$ such that $\left\langle x, \xi_{2}\right\rangle=0$ and $\left\langle v, \xi_{2}\right\rangle=1$, so (7) implies $w=\gamma x+\delta v$ for some $\gamma, \delta \in \mathbb{C}$. Now (7) can be written as

$$
\langle 2 \alpha x+(\beta+\gamma) v, \xi\rangle x+\langle(\beta+\gamma) x+2 \delta v, \xi\rangle v=0
$$

for all $\xi \in \mathscr{H}$. Since $x$ and $v$ are linearly independent,

$$
2 \alpha x+(\beta+\gamma) v=(\beta+\gamma) x+2 \delta v=0
$$

and finally $\alpha=\delta=0$ and $\gamma=-\beta$. Hence, $u=\beta v$ and $w=-\beta x$, thus

$$
X=x \otimes \overline{\beta v}-v \otimes \overline{\beta x}=x \otimes \overline{\beta v}-\beta v \otimes \bar{x}
$$

It remains to put $y=\beta v$.
REMARK 3.1. It is clear that for a rank two $X \in \mathscr{A}(\mathscr{H})$ the representation $X=$ $x \otimes \bar{y}-y \otimes \bar{x}$ from Lemma 3.1 is not unique. Namely, if $\alpha, \beta, \gamma, \delta \in \mathbb{C}$ are such that $\alpha \delta-\beta \gamma=1$ and $z=\alpha x+\beta y, w=\gamma x+\delta y$, then $z \otimes \bar{w}-w \otimes \bar{z}=x \otimes \bar{y}-y \otimes \bar{x}$.

Let us prove the converse. Let $x, y \in \mathscr{H}$ be linearly independent and let $z, w \in \mathscr{H}$ be linearly independent. Assume that

$$
x \otimes \bar{y}-y \otimes \bar{x}=z \otimes \bar{w}-w \otimes \bar{z}
$$

Let $\mathscr{H}_{1}$ be the linear subspace of $\mathscr{H}$ generated by $x$ and $y$, and let $\mathscr{H}_{2}$ be the linear subspace of $\mathscr{H}$ generated by $z$ and $w$. For $\xi \in \mathscr{H}_{1}{ }^{\perp}$ we have

$$
\langle w, \xi\rangle z-\langle z, \xi\rangle w=0
$$

This implies $\langle w, \xi\rangle=\langle z, \xi\rangle=0$, so $\xi \in \mathscr{H}_{2}{ }^{\perp}$. Hence, $\mathscr{H}_{1}{ }^{\perp} \subseteq \mathscr{H}_{2}{ }^{\perp}$, which yields $\mathscr{H}_{2} \subseteq \mathscr{H}_{1}$. Thus, $z=\alpha x+\beta y$ and $w=\gamma x+\delta y$ for some $\alpha, \beta, \gamma, \delta \in \mathbb{C}$. Then

$$
x \otimes \bar{y}-y \otimes \bar{x}=(\alpha \delta-\beta \gamma)(x \otimes \bar{y}-y \otimes \bar{x})
$$

which implies $\alpha \delta-\beta \gamma=1$.
In particular, if $x, y, z \in \mathscr{H}$ are such that $x \otimes \bar{y}-y \otimes \bar{x}=x \otimes \bar{z}-z \otimes \bar{x}$, then the above consideration yields $z=\lambda x+y$ for some $\lambda \in \mathbb{C}$. The converse is trivial.

Lemma 3.2. Let $x, y \in \mathscr{H}$ be linearly independent and let $z, w \in \mathscr{H}$ be linearly independent. Let $T=x \otimes \bar{y}-y \otimes \bar{x}$ and $S=z \otimes \bar{w}-w \otimes \bar{z}$. If $T+S$ is rank two, then the set $\{x, y, z, w\}$ is linearly dependent.

Proof. According to Lemma 3.1, there exist $u, v \in \mathscr{H}$ such that $T+S=u \otimes \bar{v}-$ $v \otimes \bar{u}$. Then

$$
x \otimes \bar{y}-y \otimes \bar{x}+z \otimes \bar{w}-w \otimes \bar{z}=u \otimes \bar{v}-v \otimes \bar{u}
$$

Let $\mathscr{H}_{0}$ be the linear subspace of $\mathscr{H}$ generated by $\{x, y, z\}$. For all $\xi \in \mathscr{H}_{0}{ }^{\perp}$ we have

$$
\langle w, \xi\rangle z=\langle v, \xi\rangle u-\langle u, \xi\rangle v
$$

We consider three cases.
(i) If $\langle u, \xi\rangle=\langle v, \xi\rangle=0$ for all $\xi \in \mathscr{H}_{0}{ }^{\perp}$, then $w \in \mathscr{H}_{0}$. Hence, $w=\alpha x+\beta y+\gamma z$ for some $\alpha, \beta, \gamma \in \mathbb{C}$.
(ii) If there exists $\xi \in \mathscr{H}_{0}^{\perp}$ such that $\langle u, \xi\rangle \neq 0$, then $v=\alpha u+\beta z$ for some $\alpha, \beta \in$ $\mathbb{C}$. Then $T+S=\beta u \otimes \bar{z}-z \otimes \overline{\beta u}$, which implies $T=(\beta u+w) \otimes \bar{z}-z \otimes \overline{(\beta u+w)}$. According to Remark 3.1, $z$ is a linear combination of $x$ and $y$. Hence, the set $\{x, y, z\}$ is linearly dependent, and so is $\{x, y, z, w\}$.
(iii) The case when $\langle v, \xi\rangle \neq 0$ for some $\xi \in \mathscr{H}_{0}^{\perp}$ is analogous to the case (ii).

Lemma 3.3. Let $T, S \in \mathscr{A}(\mathscr{H})$ be rank two operators such that $T+S$ is also rank two. Then there exists $x \in \mathscr{H}$ such that $T=x \otimes \bar{y}-y \otimes \bar{x}$ and $S=x \otimes \bar{z}-z \otimes \bar{x}$ for some $y, z \in \mathscr{H}$. If $T$ and $S$ are linearly independent, such $x \in \mathscr{H}$ is unique, up to a scalar multiple.

Proof. According to Lemma 3.1, there exist $a, b, c, d \in \mathscr{H}$ such that $T=a \otimes \bar{b}-$ $b \otimes \bar{a}$ and $S=c \otimes \bar{d}-d \otimes \bar{c}$. Lemma 3.2 implies that the set $\{a, b, c, d\}$ is linearly dependent. Without loss of generality, we may assume that there exist $\alpha, \beta, \gamma \in \mathbb{C}$ such that $d=\alpha a+\beta b+\gamma c$, thus $S=c \otimes \overline{(\alpha a+\beta b)}-(\alpha a+\beta b) \otimes \bar{c}$.

If $\beta=0$, then $d=\alpha a+\gamma c$ and $S=a \otimes \overline{(-\alpha c)}-(-\alpha c) \otimes \bar{a}$. It remains to define $x=a, y=b, z=-\alpha c$.

If $\beta \neq 0$, we have $T=\frac{1}{\beta} a \otimes \overline{(\alpha a+\beta b)}-(\alpha a+\beta b) \otimes \overline{\frac{1}{\beta} a}$. We define $x=\alpha a+$ $\beta b, y=-\frac{1}{\beta} a, z=-c$.

Assume that there exist $u, v, w \in \mathscr{H}$ such that $T=u \otimes \bar{v}-v \otimes \bar{u}$ and $S=u \otimes \bar{w}-$ $w \otimes \bar{u}$. By Remark 3.1, $u=\alpha x+\beta y=\gamma x+\delta z$ for some $\alpha, \beta, \gamma, \delta \in \mathbb{C}$. If $T$ and $S$ are linearly independent, $\{x, y, z\}$ is linearly independent. Thus, $\alpha=\gamma$ and $\beta=\delta=0$. This implies $u=\alpha x$.

REMARK 3.2. Let $\{x, y, z\}$ be a linearly independent subset of $\mathscr{H}$. Define $T=$ $x \otimes \bar{y}-y \otimes \bar{x}, S=x \otimes \bar{z}-z \otimes \bar{x}, W=y \otimes \bar{z}-z \otimes \bar{y}$. Let $\lambda, \mu, v \in \mathbb{C}$ be such that $\lambda T+$ $\mu S+v W=0$. Then, for all $\xi \in \mathscr{H}$,

$$
\langle\lambda y+\mu z, \xi\rangle x+\langle-\lambda x+v z, \xi\rangle y+\langle-\mu x-v y, \xi\rangle z=0
$$

which implies $\lambda y+\mu z=-\lambda x+v z=-\mu x-v y=0$, and finally $\lambda=\mu=v=0$. Hence, $\{T, S, W\}$ is a linearly independent subset of $\mathscr{A}(\mathscr{H})$.

Lemma 3.4. Let $x \in \mathscr{H}$ be nonzero and let $\Omega=\{x \otimes \bar{y}-y \otimes \bar{x}: y \in \mathscr{H}\}$. Let $\{T, S, W\}$ be a linearly independent set of rank two operators in $\mathscr{A}(\mathscr{H})$ such that $T, S \in \Omega, W \notin \Omega$, and such that $T+W$ and $S+W$ are rank two. Then there exist unique $y, z \in \mathscr{H}$ and $\mu \in \mathbb{C}$ such that

$$
T=x \otimes \bar{y}-y \otimes \bar{x}, \quad S=x \otimes \bar{z}-z \otimes \bar{x}, \quad W=\mu(y \otimes \bar{z}-z \otimes \bar{y})
$$

Proof. Let $T=x \otimes \bar{u}-u \otimes \bar{x}, S=x \otimes \bar{v}-v \otimes \bar{x}$ for some $u, v \in \mathscr{H}$. Since $T+W$ is rank two, Lemma 3.3 implies the existence of $p, q, r \in \mathscr{H}$ such that $T=p \otimes \bar{q}-q \otimes \bar{p}$, $W=p \otimes \bar{r}-r \otimes \bar{p}$. By Remark 3.1, $p=\alpha_{1} x+\beta_{1} u$ for some $\alpha_{1}, \beta_{1} \in \mathbb{C}, \beta_{1} \neq 0$. Since $S+W$ is also rank two, Lemma 3.2 implies that the set $\{x, v, p, r\}$ is linearly dependent. Then the set $\{x, u, v, r\}$ is also linearly dependent. Since $\{x, u, v\}$ is linearly independent, we may write $r=\alpha_{2} x+\beta_{2} u+\gamma_{2} v$ for some $\alpha_{2}, \beta_{2}, \gamma_{2} \in \mathbb{C}$. Then

$$
W=\left(\alpha_{1} \beta_{2}-\alpha_{2} \beta_{1}\right)(x \otimes \bar{u}-u \otimes \bar{x})+\alpha_{1} \gamma_{2}(x \otimes \bar{v}-v \otimes \bar{x})+\beta_{1} \gamma_{2}(u \otimes \bar{v}-v \otimes \bar{u})
$$

If we define $V=u \otimes \bar{v}-v \otimes \bar{u}$, then $W=\alpha T+\beta S+\gamma V$ for some $\alpha, \beta, \gamma \in \mathbb{C}$. Clearly, $\gamma \neq 0$. We write

$$
W=\gamma\left(\left(\frac{\beta}{\gamma} x+u\right) \otimes \overline{\left(-\frac{\alpha}{\gamma} x+v\right)}-\left(-\frac{\alpha}{\gamma} x+v\right) \otimes \overline{\left(\frac{\beta}{\gamma} x+u\right)}\right)
$$

It remains to define $\mu=\gamma, y=\frac{\beta}{\gamma} x+u, z=-\frac{\alpha}{\gamma} x+v$.
Let us prove that this representation is unique. Assume that there exist $y_{1}, z_{1} \in \mathscr{H}$ and $\mu_{1} \in \mathbb{C}$ such that

$$
T=x \otimes \overline{y_{1}}-y_{1} \otimes \bar{x}, \quad S=x \otimes \overline{z_{1}}-z_{1} \otimes \bar{x}, \quad W=\mu_{1}\left(y_{1} \otimes \overline{z_{1}}-z_{1} \otimes \overline{y_{1}}\right)
$$

According to Remark 3.1, there exist $\alpha, \beta \in \mathbb{C}$ such that $y_{1}=\alpha x+y, z_{1}=\beta x+z$. Thus,

$$
\begin{aligned}
W & =\mu_{1}(\alpha(x \otimes \bar{z}-z \otimes \bar{x})-\beta(x \otimes \bar{y}-y \otimes \bar{x})+(y \otimes \bar{z}-z \otimes \bar{y})) \\
& =-\beta \mu_{1} T+\alpha \mu_{1} S+\frac{\mu_{1}}{\mu} W
\end{aligned}
$$

Since the set $\{T, S, W\}$ is linearly independent, $\mu_{1}=\mu, \alpha=\beta=0$.
Lemma 3.5. Let $\Gamma \subseteq \mathscr{A}(\mathscr{H})$ be a set of rank two operators such that $T+S$ is either zero or a rank two operator for all $T, S \in \Gamma$. If $\Gamma$ is not contained in a threedimensional subspace of $\mathscr{A}(\mathscr{H})$, then there exists a unique (up to a scalar multiple) $x \in \mathscr{H}$ such that $\Gamma \subseteq\{x \otimes \bar{y}-y \otimes \bar{x}: y \in \mathscr{H}\}$.

Proof. Let $T, S \in \Gamma$ be linearly independent. By Lemma 3.3, there exists a unique, up to a scalar multiple, $x \in \mathscr{H}$ such that $T, S \in\{x \otimes \bar{y}-y \otimes \bar{x}: y \in \mathscr{H}\} \stackrel{\text { def }}{=} \Omega$.

Suppose that there exists $V$ in $\Gamma$ which is not in $\Omega$. Then $T+V$ and $S+V$ are rank two. By Lemma 3.4, there exist unique $y, z \in \mathscr{H}$ and $\mu \in \mathbb{C}$ such that

$$
T=x \otimes \bar{y}-y \otimes \bar{x}, \quad S=x \otimes \bar{z}-z \otimes \bar{x}, \quad V=\mu(y \otimes \bar{z}-z \otimes \bar{y})
$$

Since $T$ and $S$ are linearly independent, $\{x, y, z\}$ is linearly independent, thus $\{T, S, V\}$ is linearly independent by Remark 3.2. Since $\Gamma$ is not contained in a three-dimensional subspace of $\mathscr{A}(\mathscr{H})$, there exists $W \in \Gamma$ such that $\{T, S, V, W\}$ is linearly independent.

If $W \notin \Omega$, then Lemma 3.4 implies the existence of unique $u, v \in \mathscr{H}$ and $v \in \mathbb{C}$ such that

$$
T=x \otimes \bar{u}-u \otimes \bar{x}, \quad S=x \otimes \bar{v}-v \otimes \bar{x}, \quad W=v(u \otimes \bar{v}-v \otimes \bar{u})
$$

Remark 3.1 yields $u=\alpha x+y$ and $v=\beta x+z$ for some $\alpha, \beta \in \mathbb{C}$. Then $W=v(-\beta T+$ $\left.\alpha S+\frac{1}{\mu} V\right)$, which is in contradiction with linear independence of $\{T, S, V, W\}$.

If $W \in \Omega$, then Lemma 3.4 applied to $T, W$ and $V$ implies the existence of unique $p, q \in \mathscr{H}$ and $\tau \in \mathbb{C}$ such that

$$
T=x \otimes \bar{p}-p \otimes \bar{x}, \quad W=x \otimes \bar{q}-q \otimes \bar{x}, \quad V=\tau(p \otimes \bar{q}-q \otimes \bar{p})
$$

Now we have $V=\mu(y \otimes \bar{z}-z \otimes \bar{y})=\tau(p \otimes \bar{q}-q \otimes \bar{p})$. According to Remark 3.1, $q=\gamma y+\delta z$ for some $\gamma, \delta \in \mathbb{C}$. Then $W=x \otimes \bar{q}-q \otimes \bar{x}=\gamma T+\delta S$, which contradicts the fact that $\{T, S, W\}$ is linearly independent.

Hence, $\Gamma \subseteq \Omega$.
Lemma 3.6. A nonzero operator $X \in \mathscr{A}(\mathscr{H})$ is rank two if and only if $X \mathscr{A}(\mathscr{H}) X$ $=\mathbb{C} X$.

Proof. If $X \in \mathscr{A}(\mathscr{H})$ is rank two, then there exist $x, y \in \mathscr{H}$ such that $X=x \otimes$ $\bar{y}-y \otimes \bar{x}$. For all $Y \in \mathscr{A}(\mathscr{H})$ and $z \in \mathscr{H}$ we have

$$
\begin{aligned}
X Y X z & =(x \otimes \bar{y}-y \otimes \bar{x}) Y(x \otimes \bar{y}-y \otimes \bar{x}) z \\
& =(x \otimes \bar{y}-y \otimes \bar{x})(\langle z, \bar{y}\rangle Y x-\langle z, \bar{x}\rangle Y y) \\
& =\langle z, \bar{y}\rangle(\langle Y x, \bar{y}\rangle x-\langle Y x, \bar{x}\rangle y)-\langle z, \bar{x}\rangle(\langle Y y, \bar{y}\rangle x-\langle Y y, \bar{x}\rangle y) \\
& =\langle z, \bar{y}\rangle\langle Y x, \bar{y}\rangle x+\langle z, \bar{x}\rangle\langle Y y, \bar{x}\rangle y \\
& =\langle Y x, \bar{y}\rangle(\langle z, \bar{y}\rangle x-\langle z, \bar{x}\rangle y) \\
& =\langle Y x, \bar{y}\rangle(x \otimes \bar{y}-y \otimes \bar{x}) z=\langle Y x, \bar{y}\rangle X z
\end{aligned}
$$

Hence, $X \mathscr{A}(\mathscr{H}) X \subseteq \mathbb{C} X$. Analogously as in the proof of Lemma 2.1 we get $\mathbb{C} X \subseteq$ $X \mathscr{A}(\mathscr{H}) X$.

Let us assume that a nonzero $X \in \mathscr{A}(\mathscr{H})$ has the property $X \mathscr{A}(\mathscr{H}) X=\mathbb{C} X$. There exists $\lambda \in \Lambda$ such that $X e_{\lambda} \neq 0$. Then there exists $\mu \in \Lambda$ such that $\left\langle X e_{\lambda}, e_{\mu}\right\rangle \neq 0$. Since $X \in \mathscr{A}(\mathscr{H}), \mu \neq \lambda$. If we assume that $X e_{\mu}=0$, then $\left\langle X e_{\lambda}, e_{\mu}\right\rangle=-\left\langle X e_{\mu}, e_{\lambda}\right\rangle=$ 0 ; a contradiction. Hence, $X e_{\mu} \neq 0$ as well. In particular, there exists $\alpha \in \mathbb{C}$ such that $X\left(e_{\lambda} \otimes e_{\mu}-e_{\mu} \otimes e_{\lambda}\right) X=\alpha X$. This implies, for all $x \in \mathscr{H}$,

$$
\begin{equation*}
\left\langle X x, e_{\mu}\right\rangle X e_{\lambda}-\left\langle X x, e_{\lambda}\right\rangle X e_{\mu}=\alpha X x \tag{8}
\end{equation*}
$$

If $\alpha=0$, then

$$
\left\langle X x, e_{\mu}\right\rangle X e_{\lambda}=\left\langle X x, e_{\lambda}\right\rangle X e_{\mu}
$$

for all $x \in \mathscr{H}$. In particular, for $x=e_{\lambda}$ we get

$$
\left\langle X e_{\lambda}, e_{\mu}\right\rangle X e_{\lambda}=0
$$

a contradiction. Therefore, $\alpha \neq 0$. Hence, (8) implies

$$
X x=\frac{1}{\alpha}\left\langle X x, e_{\mu}\right\rangle X e_{\lambda}-\frac{1}{\alpha}\left\langle X x, e_{\lambda}\right\rangle X e_{\mu} .
$$

Let $\delta, \varepsilon \in \mathbb{C}$ be such that $\delta X e_{\lambda}+\varepsilon X e_{\mu}=0$. Then

$$
0=\delta\left\langle X e_{\lambda}, e_{\mu}\right\rangle+\varepsilon\left\langle X e_{\mu}, e_{\mu}\right\rangle=\delta\left\langle X e_{\lambda}, e_{\mu}\right\rangle
$$

which implies $\delta=0$, thus $\varepsilon=0$ as well. Hence, the set $\left\{X e_{\lambda}, X e_{\mu}\right\}$ is linearly independent. Thus, $X$ is rank two.

Lemma 3.7. If $A \in \mathscr{A}(\mathscr{H})$ is such that $X A X=0$ for all rank two operators $X \in \mathscr{A}(\mathscr{H})$, then $A=0$.

Proof. If $A \neq 0$, then there exist $x, y \in \mathscr{H}$ such that $\langle A x, \bar{y}\rangle \neq 0$. Since $A \in$ $\mathscr{A}(\mathscr{H}), x$ and $y$ are linearly independent. In the same manner as in the proof of Lemma 3.6, for $X=x \otimes \bar{y}-y \otimes \bar{x}$ we get

$$
0=X A X=\langle A x, \bar{y}\rangle X
$$

a contradiction. Hence, $A=0$.

Lemma 3.8. If $A \in \mathscr{B}(\mathscr{H})$ is such that $A X A^{t}=X$ for all rank two operators $X \in \mathscr{A}(\mathscr{H})$, then $A=I$ or $A=-I$.

Proof. For all $\lambda, \mu \in \Lambda, \lambda \neq \mu$, we have

$$
A\left(e_{\lambda} \otimes e_{\mu}-e_{\mu} \otimes e_{\lambda}\right) A^{t} e_{\mu}=\left(e_{\lambda} \otimes e_{\mu}-e_{\mu} \otimes e_{\lambda}\right) e_{\mu}
$$

which implies

$$
\left\langle A^{t} e_{\mu}, e_{\mu}\right\rangle A e_{\lambda}-\left\langle A^{t} e_{\mu}, e_{\lambda}\right\rangle A e_{\mu}=e_{\lambda}
$$

that is

$$
\begin{equation*}
\left\langle A e_{\mu}, e_{\mu}\right\rangle A e_{\lambda}-\left\langle A e_{\lambda}, e_{\mu}\right\rangle A e_{\mu}=e_{\lambda} \tag{9}
\end{equation*}
$$

Let $\eta \in \Lambda$ be such that $\eta \neq \lambda$ and $\eta \neq \mu$. Replacing $\lambda$ with $\eta$ in (9), we get

$$
\begin{equation*}
\left\langle A e_{\mu}, e_{\mu}\right\rangle A e_{\eta}-\left\langle A e_{\eta}, e_{\mu}\right\rangle A e_{\mu}=e_{\eta} . \tag{10}
\end{equation*}
$$

Then $\left\langle A e_{\mu}, e_{\mu}\right\rangle \neq 0$ or $\left\langle A e_{\eta}, e_{\mu}\right\rangle \neq 0$. From (9) we get

$$
\begin{equation*}
\left\langle A e_{\mu}, e_{\mu}\right\rangle\left\langle A e_{\lambda}, e_{\eta}\right\rangle=\left\langle A e_{\lambda}, e_{\mu}\right\rangle\left\langle A e_{\mu}, e_{\eta}\right\rangle \tag{11}
\end{equation*}
$$

Interchanging the roles of $\mu$ and $\eta$, (11) becomes

$$
\begin{equation*}
\left\langle A e_{\eta}, e_{\eta}\right\rangle\left\langle A e_{\lambda}, e_{\mu}\right\rangle=\left\langle A e_{\lambda}, e_{\eta}\right\rangle\left\langle A e_{\eta}, e_{\mu}\right\rangle \tag{12}
\end{equation*}
$$

If $\left\langle A e_{\mu}, e_{\mu}\right\rangle \neq 0$, divide (11) by $\left\langle A e_{\mu}, e_{\mu}\right\rangle$ and substitute $\left\langle A e_{\lambda}, e_{\eta}\right\rangle$ into (12). If $\left\langle A e_{\eta}, e_{\mu}\right\rangle$ $\neq 0$, divide (12) by $\left\langle A e_{\eta}, e_{\mu}\right\rangle$ and substitute $\left\langle A e_{\lambda}, e_{\eta}\right\rangle$ into (11). In both cases we get

$$
\left\langle A e_{\lambda}, e_{\mu}\right\rangle\left(\left\langle A e_{\eta}, e_{\eta}\right\rangle\left\langle A e_{\mu}, e_{\mu}\right\rangle-\left\langle A e_{\mu}, e_{\eta}\right\rangle\left\langle A e_{\eta}, e_{\mu}\right\rangle\right)=0
$$

that is

$$
\left\langle A e_{\lambda}, e_{\mu}\right\rangle\left\langle\left\langle A e_{\mu}, e_{\mu}\right\rangle A e_{\eta}-\left\langle A e_{\eta}, e_{\mu}\right\rangle A e_{\mu}, e_{\eta}\right\rangle=0
$$

which implies, by (10), $\left\langle A e_{\lambda}, e_{\mu}\right\rangle=0$ for all $\lambda, \mu \in \Lambda, \lambda \neq \mu$. Substituting this into (9) we get

$$
\begin{equation*}
\left\langle A e_{\mu}, e_{\mu}\right\rangle A e_{\lambda}=e_{\lambda} \tag{13}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\left\langle A e_{\mu}, e_{\mu}\right\rangle\left\langle A e_{\lambda}, e_{\lambda}\right\rangle=1 \tag{14}
\end{equation*}
$$

for all $\lambda, \mu \in \Lambda, \lambda \neq \mu$. Let $\eta \in \Lambda, \eta \neq \lambda, \eta \neq \mu$. We have

$$
\begin{aligned}
\left\langle A e_{\mu}, e_{\mu}\right\rangle^{2} & =\left\langle A e_{\mu}, e_{\mu}\right\rangle^{2}\left(\left\langle A e_{\lambda}, e_{\lambda}\right\rangle\left\langle A e_{\eta}, e_{\eta}\right\rangle\right) \\
& =\left(\left\langle A e_{\lambda}, e_{\lambda}\right\rangle\left\langle A e_{\mu}, e_{\mu}\right\rangle\right)\left(\left\langle A e_{\mu}, e_{\mu}\right\rangle\left\langle A e_{\eta}, e_{\eta}\right\rangle\right)=1
\end{aligned}
$$

for all $\mu \in \Lambda$. By (14), either $\left\langle A e_{\mu}, e_{\mu}\right\rangle=1$ for all $\mu \in \Lambda$, or $\left\langle A e_{\mu}, e_{\mu}\right\rangle=-1$ for all $\mu \in \Lambda$. By (13), either $A e_{\lambda}=e_{\lambda}$ for all $\lambda \in \Lambda$, or $A e_{\lambda}=-e_{\lambda}$ for all $\lambda \in \Lambda$, and the lemma follows.

PROPOSITION 3.9. Let $\varphi: \mathscr{A}(\mathscr{H}) \rightarrow \mathscr{A}(\mathscr{H})$ be a bounded injective linear map preserving rank two operators in both directions. Then there exists a unique (up to a sign) $T \in \mathscr{B}(\mathscr{H})$ such that

$$
\varphi(X)=T X T^{t}
$$

for all rank two $X \in \mathscr{A}(\mathscr{H})$. Furthermore, $T$ is injective.

Proof. Let $x \in \mathscr{H}$ be nonzero and let $\Gamma_{x}=\{\varphi(x \otimes \bar{y}-y \otimes \bar{x}): y \in \mathscr{H}\}$. Then $\Gamma_{x} \subseteq$ $\mathscr{A}(\mathscr{H})$ is a set of rank two operators and zero, and the sum of any two operators in $\Gamma_{x}$ is either zero or rank two. Assume that $\Gamma_{x}$ is contained in a three-dimensional subspace of $\mathscr{A}(\mathscr{H})$. Let $y, z, w \in \mathscr{H}$ be such that the set $\{x, y, z, w\}$ is linearly independent. Suppose that

$$
\alpha \varphi(x \otimes \bar{y}-y \otimes \bar{x})+\beta \varphi(x \otimes \bar{z}-z \otimes \bar{x})+\gamma \varphi(x \otimes \bar{w}-w \otimes \bar{x})=0
$$

for some $\alpha, \beta, \gamma \in \mathbb{C}$. Linearity and injectivity of $\varphi$ then imply

$$
x \otimes \overline{(\alpha y+\beta z+\gamma w)}-(\alpha y+\beta z+\gamma w) \otimes \bar{x}=0
$$

Then there exists $\delta \in \mathbb{C}$ such that $\alpha y+\beta z+\gamma w=\delta x$. Since $\{x, y, z, w\}$ is linearly independent, $\alpha=\beta=\gamma=\delta=0$. Hence,

$$
\{\varphi(x \otimes \bar{y}-y \otimes \bar{x}), \varphi(x \otimes \bar{z}-z \otimes \bar{x}), \varphi(x \otimes \bar{w}-w \otimes \bar{x})\} \subseteq \Gamma_{x}
$$

is linearly independent. Then for every $v \in \mathscr{H}$ there exist $\alpha(v), \beta(v), \gamma(v) \in \mathbb{C}$ such that

$$
\varphi(x \otimes \bar{v}-v \otimes \bar{x})=\alpha(v) \varphi(x \otimes \bar{y}-y \otimes \bar{x})+\beta(v) \varphi(x \otimes \bar{z}-z \otimes \bar{x})+\gamma(v) \varphi(x \otimes \bar{w}-w \otimes \bar{x}),
$$

which yields

$$
x \otimes \bar{v}-v \otimes \bar{x}=x \otimes \overline{(\alpha(v) y+\beta(v) z+\gamma(v) w)}-(\alpha(v) y+\beta(v) z+\gamma(v) w) \otimes \bar{x}
$$

Remark 3.1 implies the existence of $\delta(v) \in \mathbb{C}$ such that

$$
v=\alpha(v) y+\beta(v) z+\gamma(v) w+\delta(v) x .
$$

Hence, $\{x, y, z, w\}$ is a basis for $\mathscr{H}$, which is impossible.
According to Lemma 3.5, for every $x \in \mathscr{H}$ there exists a unique, up to a scalar multiple, $u_{x} \in \mathscr{H}$ such that $\Gamma_{x} \subseteq\left\{u_{x} \otimes \bar{v}-v \otimes \overline{u_{x}}: v \in \mathscr{H}\right\}$. Let us fix such a $u_{x}$ and define $S x=u_{x}, x \in \mathscr{H}$. Let $\Omega_{x}=\{S x \otimes \bar{v}-v \otimes \overline{S x}: v \in \mathscr{H}\}$.

Let $x, y \in \mathscr{H}$ be linearly independent. Since $\varphi(x \otimes \bar{y}-y \otimes \bar{x}) \in \Omega_{x} \cap \Omega_{y}$, there exist $u_{x, y}, v_{x, y} \in \mathbb{C}$ such that

$$
\varphi(x \otimes \bar{y}-y \otimes \bar{x})=S x \otimes \overline{u_{x, y}}-u_{x, y} \otimes \overline{S x}=S y \otimes \overline{v_{x, y}}-v_{x, y} \otimes \overline{S y} .
$$

By Remark 3.1, there exist $\alpha(x, y), \beta(x, y) \in \mathbb{C}$ such that

$$
S y=\alpha(x, y) S x+\beta(x, y) u_{x, y}
$$

This implies

$$
\begin{equation*}
S x \otimes \overline{S y}-S y \otimes \overline{S x}=\beta(x, y) \varphi(x \otimes \bar{y}-y \otimes \bar{x}) \tag{15}
\end{equation*}
$$

Assume $\beta(x, y)=0$. Then $S y=\alpha(x, y) S x$. Let $z \in \mathscr{H}$ be such that $\{x, y, z\}$ is linearly independent. Then

$$
\begin{aligned}
\beta(y, z) \varphi(y \otimes \bar{z}-z \otimes \bar{y}) & =S y \otimes \overline{S z}-S z \otimes \overline{S y} \\
& =\alpha(x, y)(S x \otimes \overline{S z}-S z \otimes \overline{S x}) \\
& =\alpha(x, y) \beta(x, z) \varphi(x \otimes \bar{z}-z \otimes \bar{x}),
\end{aligned}
$$

which implies $\beta(y, z)=\beta(x, z)=0$. Hence, $S z=\alpha(x, z) S x$. Let $w \in \mathscr{H}$ be such that $\{x, y, z, w\}$ is linearly independent. Since $\varphi(z \otimes \bar{w}-w \otimes \bar{z}) \in \Omega_{x}$, the operator $\varphi(x \otimes \bar{y}-y \otimes \bar{x}+z \otimes \bar{w}-w \otimes \bar{z})$ is in $\Omega_{x}$ as well, in particular, it is either zero or rank two. If it is rank two, since $\varphi$ is rank two preserving in both directions, Lemma 3.2 implies that $\{x, y, z, w\}$ is linearly dependent; if it is zero, the same conclusion follows from injectivity of $\varphi$ and Remark 3.1. Since this contradicts the fact that $\{x, y, z, w\}$ is linearly independent, $\beta(x, y) \neq 0$. If we put $\mu(x, y)=\frac{1}{\beta(x, y)}$, then (15) implies

$$
\begin{equation*}
\varphi(x \otimes \bar{y}-y \otimes \bar{x})=\mu(x, y)(S x \otimes \overline{S y}-S y \otimes \overline{S x}) \tag{16}
\end{equation*}
$$

for all linearly independent $x, y \in \mathscr{H}$. Obviously, $\mu(x, y)=\mu(y, x)$.

Let $x, y \in \mathscr{H}$ be linearly independent. Inserting $x+y$ instead of $x$ in (16), we get

$$
\begin{equation*}
\varphi(x \otimes \bar{y}-y \otimes \bar{x})=\mu(x+y, y)(S(x+y) \otimes \overline{S y}-S y \otimes \overline{S(x+y)}) . \tag{17}
\end{equation*}
$$

Comparing (16) and (17), we conclude, by Remark 3.1,

$$
\begin{equation*}
\mu(x+y, y) S(x+y)=\mu(x, y) S x+v(x, y) S y \tag{18}
\end{equation*}
$$

for some $v(x, y) \in \mathbb{C}$. Let $w \in \mathscr{H}$ be such that the set $\{x, y, w\}$ is linearly independent. Then (18) implies

$$
\begin{aligned}
& \mu(x+y, y)(S(x+y) \otimes \overline{S w}-S w \otimes \overline{S(x+y)}) \\
= & \mu(x, y)(S x \otimes \overline{S w}-S w \otimes \overline{S x})+v(x, y)(S y \otimes \overline{S w}-S w \otimes \overline{S y}),
\end{aligned}
$$

that is

$$
\begin{aligned}
& \frac{\mu(x+y, y)}{\mu(x+y, w)}(\varphi(x \otimes \bar{w}-w \otimes \bar{x})+\varphi(y \otimes \bar{w}-w \otimes \bar{y})) \\
= & \frac{\mu(x, y)}{\mu(x, w)} \varphi(x \otimes \bar{w}-w \otimes \bar{x})+\frac{v(x, y)}{\mu(y, w)} \varphi(y \otimes \bar{w}-w \otimes \bar{y}),
\end{aligned}
$$

and finally

$$
\frac{\mu(x+y, y)}{\mu(x+y, w)}=\frac{\mu(x, y)}{\mu(x, w)}=\frac{v(x, y)}{\mu(y, w)}
$$

Hence,

$$
\begin{equation*}
\frac{\mu(x, w)}{\mu(y, w)}=\frac{\mu(x, y)}{v(x, y)} \tag{19}
\end{equation*}
$$

for all $w \in \mathscr{H}$ such that $\{x, y, w\}$ is linearly independent. Let $\alpha, \beta \in \mathbb{C} \backslash\{0\}$. If $t \in \mathscr{H}$ is such that $\{x, y, t\}$ is linearly independent, then the sets $\{x, t, \alpha x+\beta y\}$ and $\{y, t, \alpha x+$ $\beta y\}$ are linearly independent as well. Thus, using (19) several times, we get

$$
\begin{aligned}
\frac{\mu(x, \alpha x+\beta y)}{\mu(y, \alpha x+\beta y)} & =\frac{\mu(x, \alpha x+\beta y)}{\mu(t, \alpha x+\beta y)} \cdot \frac{\mu(t, \alpha x+\beta y)}{\mu(y, \alpha x+\beta y)} \\
& =\frac{\mu(x, t)}{v(x, t)} \cdot \frac{v(y, t)}{\mu(y, t)}=\frac{\mu(x, t)}{\mu(y, t)} \cdot \frac{v(y, t)}{v(x, t)} \\
& =\frac{\mu(x, t)}{\mu(y, t)} \cdot \frac{v(y, t) \mu(y, x)}{v(x, t) \mu(x, y)} \\
& =\frac{\mu(x, t)}{\mu(y, t)} \cdot \frac{\mu(y, t) \mu(t, x)}{\mu(x, t) \mu(t, y)}=\frac{\mu(x, t)}{\mu(y, t)}
\end{aligned}
$$

By (19), this yields

$$
\begin{equation*}
\frac{\mu(x, \alpha x+\beta y)}{\mu(y, \alpha x+\beta y)}=\frac{\mu(x, y)}{v(x, y)} \tag{20}
\end{equation*}
$$

Now (19) and (20) imply

$$
\begin{equation*}
\frac{\mu(x, w)}{\mu(y, w)}=\frac{\mu(x, y)}{v(x, y)} \tag{21}
\end{equation*}
$$

for all $w \in \mathscr{H}$ such that $\{x, w\}$ and $\{y, w\}$ are linearly independent.
From now on, $z$ is a fixed nonzero element in $\mathscr{H}$. Define $v(x)=v(x, z)$ for all $x \in \mathscr{H}$ linearly independent with $z$. Then

$$
\begin{equation*}
v(x)=\frac{\mu(x, z) \mu(z, y)}{\mu(x, y)} \tag{22}
\end{equation*}
$$

for all $x, y \in \mathscr{H}$ such that $\{x, y\},\{x, z\},\{y, z\}$ are linearly independent. Notice that, for all such $x, y \in \mathscr{H}$, we have

$$
\begin{equation*}
v(y)=\frac{\mu(y, z) \mu(z, x)}{\mu(y, x)}=\frac{\mu(x, z) \mu(z, y)}{\mu(x, y)}=v(x) \tag{23}
\end{equation*}
$$

Fix a nonzero $\alpha \in \mathbb{C}$. Inserting $\alpha x$ instead of $x$ in (16), we get

$$
\begin{equation*}
\alpha \varphi(x \otimes \bar{y}-y \otimes \bar{x})=\mu(\alpha x, y)(S(\alpha x) \otimes \overline{S y}-S y \otimes \overline{S(\alpha x)}) \tag{24}
\end{equation*}
$$

Comparing (16) and (24) and using Remark 3.1, we get

$$
\begin{equation*}
\mu(\alpha x, y) S(\alpha x)=\alpha \mu(x, y) S x+\tau(x, y) S y \tag{25}
\end{equation*}
$$

for some $\tau(x, y) \in \mathbb{C}$. Let $w \in \mathscr{H}$ be linearly independent with $x$. Then

$$
\begin{equation*}
\mu(\alpha x, w) S(\alpha x)=\alpha \mu(x, w) S x+\tau(x, w) S w . \tag{26}
\end{equation*}
$$

Comparing (25) and (26), we get

$$
\alpha \frac{\mu(x, y)}{\mu(\alpha x, y)} S x+\frac{\tau(x, y)}{\mu(\alpha x, y)} S y=\alpha \frac{\mu(x, w)}{\mu(\alpha x, w)} S x+\frac{\tau(x, w)}{\mu(\alpha x, w)} S w,
$$

which implies

$$
\frac{\tau(x, y)}{\mu(\alpha x, y)}(S x \otimes \overline{S y}-S y \otimes \overline{S x})=\frac{\tau(x, w)}{\mu(\alpha x, w)}(S x \otimes \overline{S w}-S w \otimes \overline{S x})
$$

This yields, by (16),

$$
\frac{\tau(x, y)}{\mu(\alpha x, y) \mu(x, y)} \varphi(x \otimes \bar{y}-y \otimes \bar{x})=\frac{\tau(x, w)}{\mu(\alpha x, w) \mu(x, w)} \varphi(x \otimes \bar{w}-w \otimes \bar{x})
$$

In particular, for $w \in \mathscr{H}$ such that $\{x, y, w\}$ is linearly independent, we conclude $\tau(x, y)=0$. Hence, (25) can be written as

$$
\begin{equation*}
\mu(\alpha x, y) S(\alpha x)=\alpha \mu(x, y) S x \tag{27}
\end{equation*}
$$

Therefore,

$$
\frac{\mu(\alpha x, y)}{\mu(x, y)}=\frac{\alpha S x}{S(\alpha x)}
$$

for all $x, y \in \mathscr{H}$ such that $\{x, y\}$ is linearly independent. This implies

$$
\begin{equation*}
\frac{\mu(\alpha x, y)}{\mu(x, y)}=\frac{\mu(\alpha x, w)}{\mu(x, w)} \tag{28}
\end{equation*}
$$

for all $x, y, w \in \mathscr{H}$ such that $\{x, y\},\{x, w\}$ are linearly independent.
Let $\alpha \in \mathbb{C}$ be nonzero and let $x \in \mathscr{H}$ be linearly independent with $z$. Let $y \in \mathscr{H}$ be such that $\{x, y\},\{y, z\}$ are linearly independent. By (22) and (28), we have

$$
\begin{equation*}
v(\alpha x)=\frac{\mu(\alpha x, z) \mu(z, y)}{\mu(\alpha x, y)}=\frac{\mu(x, z) \mu(z, y)}{\mu(x, y)}=v(x) \tag{29}
\end{equation*}
$$

By (23) and (29), $v(x)$ is a constant for all $x \in \mathscr{H}$ linearly independent with $z$; let us denote it by $v$. Let $w \in \mathscr{H}$ be linearly independent with $z$ and define, for all nonzero $\lambda \in \mathbb{C}$,

$$
\mu(\lambda z, z)=v \frac{\mu(\lambda z, w)}{\mu(z, w)}
$$

By (28), $\mu(\lambda z, z)$ does not depend on the choice of $w$. We have

$$
\begin{equation*}
v=\frac{\mu(\lambda z, z) \mu(z, w)}{\mu(\lambda z, w)} \tag{30}
\end{equation*}
$$

for all $w \in \mathscr{H}$ linearly independent with $z$. According to (22) and (30), for all linearly independent $x, y \in \mathscr{H}$ we have

$$
\begin{equation*}
v=\frac{\mu(x, z) \mu(z, y)}{\mu(x, y)} \tag{31}
\end{equation*}
$$

Define $T x=v^{-1 / 2} \mu(x, z) S x$ for all nonzero $x \in \mathscr{H}$, and $T x=0$ for $x=0$.
Let $x, y \in \mathscr{H}$ be linearly independent. Using (31) and (16), we get

$$
\begin{aligned}
& T x \otimes \overline{T y}-T y \otimes \overline{T x}=v^{-1} \mu(x, z) \mu(z, y)(S x \otimes \overline{S y}-S y \otimes \overline{S x}) \\
= & \mu(x, y)(S x \otimes \overline{S y}-S y \otimes \overline{S x})=\varphi(x \otimes \bar{y}-y \otimes \bar{x}) .
\end{aligned}
$$

Let us prove linearity of $T$. Let $x, y \in \mathscr{H}$ be linearly independent. By (31),

$$
\frac{\mu(x, y)}{\mu(x, z)}=\frac{\mu(z, y)}{v}, \quad \frac{\mu(x+y, y)}{\mu(x+y, z)}=\frac{\mu(z, y)}{v}
$$

hence

$$
\begin{equation*}
\frac{\mu(x, y)}{\mu(x+y, y)}=\frac{\mu(x, z)}{\mu(x+y, z)} \tag{32}
\end{equation*}
$$

According to (21),

$$
v(x, y)=\frac{\mu(x, y) \mu(x+y, y)}{\mu(x+y, x)}
$$

which, together with (32), implies

$$
\begin{equation*}
\frac{v(x, y)}{\mu(x+y, y)}=\frac{\mu(y, z)}{\mu(x+y, z)} \tag{33}
\end{equation*}
$$

Then (18) implies, using (32) and (33),

$$
\begin{aligned}
S(x+y) & =\frac{\mu(x, y)}{\mu(x+y, y)} S x+\frac{v(x, y)}{\mu(x+y, y)} S y \\
& =\frac{\mu(x, z)}{\mu(x+y, z)} S x+\frac{\mu(y, z)}{\mu(x+y, z)} S y \\
& =\frac{1}{v^{-1 / 2} \mu(x+y, z)}(T x+T y)
\end{aligned}
$$

and finally $T(x+y)=T x+T y$. Let $\alpha \in \mathbb{C}$ and $x \in \mathscr{H}$ be nonzero. By (31),

$$
\frac{\mu(x, y)}{\mu(x, z)}=\frac{\mu(z, y)}{v}, \quad \frac{\mu(\alpha x, y)}{\mu(\alpha x, z)}=\frac{\mu(z, y)}{v}
$$

which implies

$$
\frac{\mu(x, y)}{\mu(\alpha x, y)}=\frac{\mu(x, z)}{\mu(\alpha x, z)}
$$

According to (27),

$$
S(\alpha x)=\alpha \frac{\mu(x, y)}{\mu(\alpha x, y)} S x=\alpha \frac{\mu(x, z)}{\mu(\alpha x, z)} S x=\frac{1}{v^{-1 / 2} \mu(\alpha x, z)} \alpha T x
$$

and finally $T(\alpha x)=\alpha T x$.
For all $x, y \in \mathscr{H}$ and all $\lambda, \mu \in \Lambda$ we have

$$
\begin{aligned}
\left\langle T(x \otimes \bar{y}) T^{t} e_{\lambda}, e_{\mu}\right\rangle & =\left\langle T^{t} e_{\lambda}, \bar{y}\right\rangle\left\langle T x, e_{\mu}\right\rangle=\left\langle T y, e_{\lambda}\right\rangle\left\langle T x, e_{\mu}\right\rangle \\
& =\left\langle e_{\lambda}, \overline{T y}\right\rangle\left\langle T x, e_{\mu}\right\rangle=\left\langle(T x \otimes \overline{T y}) e_{\lambda}, e_{\mu}\right\rangle .
\end{aligned}
$$

Hence, $T(x \otimes \bar{y}) T^{t}=T x \otimes \overline{T y}$. Since $T$ is additive, we conclude, for all linearly independent $x, y \in \mathscr{H}$,

$$
\varphi(x \otimes \bar{y}-y \otimes \bar{x})=T(x \otimes \bar{y}-y \otimes \bar{x}) T^{t} .
$$

Thus, $\varphi(X)=T X T^{t}$ for all rank two $X \in \mathscr{A}(\mathscr{H})$.
Furthermore, for all linearly independent $x, y \in \mathscr{H}$, we have

$$
\|T x \otimes \overline{T y}-T y \otimes \overline{T x}\|=\|\varphi(x \otimes \bar{y}-y \otimes \bar{x})\| \leqslant\|\varphi\| \cdot\|x \otimes \bar{y}-y \otimes \bar{x}\|
$$

If $\{x, y\}$ is linearly dependent, then linearity of $T$ yields that $\{T x, T y\}$ is linearly dependent as well. Hence,

$$
\|T x \otimes \overline{T y}-T y \otimes \overline{T x}\| \leqslant\|\varphi\| \cdot\|x \otimes \bar{y}-y \otimes \bar{x}\|
$$

holds for all $x, y \in \mathscr{H}$. Let $\left(y_{n}\right)$ be a sequence in $\mathscr{H}$ such that $y_{n} \rightarrow 0$ and $T y_{n} \rightarrow w$ for some $w \in \mathscr{H}$. Then

$$
\left\|T x \otimes \overline{T y_{n}}-T y_{n} \otimes \overline{T x}\right\| \leqslant\|\varphi\| \cdot\left\|x \otimes \overline{y_{n}}-y_{n} \otimes \bar{x}\right\|
$$

After taking the limits, we conclude

$$
T x \otimes \bar{w}-w \otimes \overline{T x}=0
$$

for all $x \in \mathscr{H}$. Assume $w \neq 0$. Then for every $x \in \mathscr{H}$ there exists $\gamma(x) \in \mathbb{C}$ such that $T x=\gamma(x) w$. If $x$ and $y$ are linearly independent, then

$$
\begin{aligned}
\varphi(x \otimes \bar{y}-y \otimes \bar{x}) & =T x \otimes \overline{T y}-T y \otimes \overline{T x} \\
& =\gamma(x) w \otimes \overline{\gamma(y) w}-\gamma(y) w \otimes \overline{\gamma(x) w}=0 .
\end{aligned}
$$

Since $\varphi$ is injective, this is impossible. Hence, $w=0$. According to the closed graph theorem, $T$ is bounded.

Let us prove that $T$ is injective. Suppose that there exists a nonzero $x \in \mathscr{H}$ such that $T x=0$. Then $\varphi(x \otimes \bar{y}-y \otimes \bar{x})=0$ for all $y \in \mathscr{H}$. Since $\varphi$ is injective, this yields that $\{x, y\}$ is a linearly dependent set for all $y \in \mathscr{H}$; a contradiction.

Let $V \in \mathscr{B}(\mathscr{H})$ be such that $\varphi(X)=V X V^{t}$ for all rank two $X \in \mathscr{A}(\mathscr{H})$. Let $x \in \mathscr{H}$ be nonzero and let $y \in \mathscr{H}$ be linearly independent with $x$. Then we have

$$
\begin{equation*}
V x \otimes \overline{V y}-V y \otimes \overline{V x}=T x \otimes \overline{T y}-T y \otimes \overline{T x} \tag{34}
\end{equation*}
$$

and Remark 3.1 implies

$$
\begin{equation*}
V x=\alpha(x, y) T x+\beta(x, y) T y . \tag{35}
\end{equation*}
$$

Analogously, if $w \in \mathscr{H}$ is such that $\{x, y, w\}$ is linearly independent, we get

$$
\begin{equation*}
V x=\alpha(x, w) T x+\beta(x, w) T w \tag{36}
\end{equation*}
$$

Since $T$ is linear and injective, comparing of (35) and (36) yields

$$
(\alpha(x, y)-\alpha(x, w)) x+\beta(x, y) y-\beta(x, w) w=0
$$

Since $\{x, y, w\}$ is linearly independent, $\alpha(x, y)=\alpha(x, w)$ and $\beta(x, y)=\beta(x, w)=0$. Then $V x=\alpha(x, y) T x$. Analogously, $V y=\alpha(y, x) T y$. Inserting this in (34), we get $\alpha(x, y) \alpha(y, x)=1$. Hence,

$$
\begin{aligned}
1 & =(\alpha(x, y) \alpha(y, x))(\alpha(x, w) \alpha(w, x))(\alpha(y, w) \alpha(w, y)) \\
& =(\alpha(x, y) \alpha(x, w))(\alpha(y, x) \alpha(y, w))(\alpha(w, x) \alpha(w, y)) \\
& =\alpha(x, y)^{2} \alpha(y, w)^{2} \alpha(w, y)^{2} \\
& =\alpha(x, y)^{2}(\alpha(y, w) \alpha(w, y))^{2}=\alpha(x, y)^{2}
\end{aligned}
$$

which implies $\alpha(x, y)=1$ or $\alpha(x, y)=-1$. Hence, for every $x \in \mathscr{H}, V x=T x$ or $V x=-T x$. If $V x=T x$ for some $x \in \mathscr{H}$, then (34) yields $V x=T x$ for all $x \in \mathscr{H}$, hence $V=T$. Analogously, if $V x=-T x$ for some $x \in \mathscr{H}$, then $V=-T$.

REMARK 3.3. As far as we know, linear maps on $\mathscr{A}(\mathscr{H})$ preserving rank two operators have been studied only in the finite dimensional (matrix) case, see [2, Theorem 2.4].

Based on Lemmas 3.6, 3.7, 3.8 and Proposition 3.9 one can prove the following result in an analogous way as Theorem 2.5. Let us emphasize that the assumption that $\varphi$ is a surjective linear isometry yields not only that $\varphi$ preserves rank two operators, but that it preserves rank two operators in both directions.

THEOREM 3.10. Let $\varphi: \mathscr{A}(\mathscr{H}) \rightarrow \mathscr{A}(\mathscr{H})$ be a surjective linear isometry. Then there exists a unitary $U \in \mathscr{B}(\mathscr{H})$ such that

$$
\varphi(X)=U X U^{t}
$$

for all $X \in \mathscr{A}(\mathscr{H})$.
Theorem 3.10 together with [9, Theorem 2.5] and [5, Theorem 2.1] yields the following corollary.

Corollary 3.11. Let $P: \mathscr{A}(\mathscr{H}) \rightarrow \mathscr{A}(\mathscr{H})$ be a nontrivial linear projection and $\lambda \neq 1$ a modulus one complex number. Then $P+\lambda \bar{P}$ is an isometry if and only if one of the following holds:
(i) $\lambda=-1$ and there exists $R=R^{*}=R^{2} \in \mathscr{B}(\mathscr{H})$ such that $P$ or $\bar{P}$ has the form $X \mapsto R X R^{t}+(I-R) X\left(I-R^{t}\right)$,
(ii) $P$ or $\bar{P}$ has the form $X \mapsto R X+X R^{t}$, where $R=x \otimes x$ for some norm one $x \in \mathscr{H}$.
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