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#### Abstract

It is shown that a large class of weighted shift operators $T$ have the property that for every $\lambda$ in the interior of the spectrum of $T$ the operator $U=T-\lambda$ Id is universal in the sense of Caradus; i.e., every Hilbert space operator has a non-zero multiple similar to the restriction of $U$ to an invariant subspace. As an application, composition operators induced by power mappings on the $L^{2}$ and Sobolev spaces of the unit interval are shown to have the same property: thus a complete knowledge of their minimal invariant subspaces would imply a solution to the invariant subspace problem for Hilbert space. A new Müntz-like theorem is proved: this is used to show that generalized polynomials are cyclic vectors for these operators in the $L^{2}$ case but not in the Sobolev case.


## 1. Introduction

In the field of operator theory, one of the most prominent open problems is the invariant subspace problem, sometimes optimistically known as the invariant subspace conjecture. It is the question whether the following statement is true: Given a complex Hilbert space $\mathscr{H}$ of dimension $>1$ and a bounded linear operator $T: \mathscr{H} \rightarrow \mathscr{H}$, then $\mathscr{H}$ has a non-trivial closed $T$-invariant subspace, i.e., there exists a closed linear subspace $\mathscr{M}$ of $\mathscr{H}$ which is different from $\{0\}$ and $\mathscr{H}$ such that $T \mathscr{M} \subset \mathscr{M}$.

While the general case of the invariant subspace problem is still open, many special cases have been settled (see, for example, [3, 6]). If the solution of the invariant subspace problem is positive, then at first sight it is necessary to prove a theorem that applies to all Hilbert space operators simultaneously. In fact, the situation is somewhat simplified by the existence of universal operators - these have the property that if we could describe their lattice of subspaces precisely enough, then we could solve the invariant subspace problem. Accordingly, we recall the following definition.

DEfinition 1.1. Let $\mathscr{X}$ be a Banach space. Then an operator $U \in \mathscr{L}(\mathscr{X})$ is said to be universal for $\mathscr{X}$, if for each $T \in \mathscr{L}(\mathscr{X})$ there is a constant $\lambda \neq 0$ and an invariant subspace $\mathscr{M}$ for $U$ such that $U_{\mid \mathscr{M}}$ is similar to $\lambda T$, i.e., $\lambda J T=U J$, where $J: \mathscr{X} \rightarrow \mathscr{M}$ is a linear isomorphism.

[^0]This is most useful in the case of a separable Hilbert space, since all its closed infinite-dimensional subspaces are automatically isometric to the space itself (and we can then use the terminology "universal for Hilbert space"). Clearly, we have the fact that if $U \in \mathscr{L}(\mathscr{H})$ is a universal operator, then the invariant subspace problem for Hilbert spaces is equivalent to the assertion that every infinite-dimensional invariant subspace for $U$ contains a nontrivial proper closed invariant subspace. This may be rewritten in the form "the minimal nontrivial invariant subspaces for $U$ are onedimensional".

We now recall a theorem due to Caradus [2] that will enable us, in the case of Hilbert space, to show the existence of many "natural" operators that are universal.

THEOREM 1.1. [2] Let $\mathscr{H}$ be a separable infinite-dimensional Hilbert space and $U \in \mathscr{L}(\mathscr{H})$. Suppose that

1. $\operatorname{ker}(U)$ is infinite-dimensional; and
2. $\operatorname{im}(U)$ is $\mathscr{H}$.

## Then $U$ is universal for $\mathscr{H}$.

An obvious example of such a universal operator is a backward shift of infinite multiplicity, but there are further examples where function theory can be use to obtain information on the invariant subspace lattice. For example, the Caradus result has been used by Nordgren, Rosenthal and Wintrobe [4] to show that for the composition operator $C_{\phi}$ on the Hardy space $H^{2}$, where $\phi$ is a hyperbolic automorphism of the disc, the operator $C_{\phi}-\lambda \mathrm{Id}$ is universal for any $\lambda$ in the interior of the spectrum $\sigma\left(C_{\phi}\right)$.

The paper is organized as follows: in Section 2 we discuss bilateral weighted shifts $T$ on $\ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right)$, providing sufficient conditions on the weight and the complex number $\lambda$ so that $T-\lambda$ Id is universal. Then, in Section 3, as an application of the previous section, we find some very simple new universal composition operators on $L^{2}((0,1))$ and the universality of the adjoints of composition operators on the Sobolev space $W_{0}((0,1))$. Finally, in Section 4, a new Müntz-type theorem is derived, and used to show the cyclicity of linear combinations of functions of the form $x \mapsto x^{\alpha}$ for the composition operator $C_{\phi}$ on $L^{2}((0,1))$, where $\phi$ is defined on $[0,1]$ by $\phi(x)=x^{s}$ with $s<1$, and the non-cyclicity of all linear combinations of these functions for the composition operator $C_{\phi}$ on $W_{0}((0,1))$, where $\phi$ is defined on $[0,1]$ by $\phi(x)=x^{s}$ with $s>1$.

## 2. Shift on $\ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right)$

Let $a_{0}<a_{1}$ be real, and let $T: \ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right) \rightarrow \ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right)$ be the weighted right bilateral shift defined by $(T x)_{n}=k_{n-1} x_{n-1}$ for $n \in \mathbb{Z}$ where $\left\{k_{n}\right\}$ is a sequence of positive and continuous functions on $\left[a_{0}, a_{1}\right]$ such that

$$
k_{n} \xrightarrow{\text { uniformly }}\left\{\begin{array}{l}
a \text { as } n \rightarrow-\infty \\
b \text { as } n \rightarrow+\infty
\end{array}\right.
$$

where $a<b$.
We denote by $\|\cdot\|_{2}$ the norm $\|\cdot\|_{L^{2}\left(\left(a_{0}, a_{1}\right)\right)}$.
THEOREM 2.1. Let $T$ be the bilateral weighted shift defined above. Then, $\sigma(T)=$ $\sigma\left(T^{*}\right)=\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}$. If $a<|\lambda|<b$, then $\lambda$ is an eigenvalue of $T^{*}$ of infinite multiplicity, but $T-\lambda \mathrm{Id}$ is bounded below.

Proof. Suppose that $a>0$. Note that if $f=\sum_{m \in \mathbb{Z}} g_{m} e_{m}$ where $\left\{e_{m}\right\}$ is the standard orthonormal basis of $\ell^{2}(\mathbb{Z})$, then

$$
\|T f\|_{2} \leqslant \sup _{m \in \mathbb{Z}}\left\|k_{m}\right\|_{\infty}\|f\|_{2}
$$

Let $\varepsilon>0, m_{0} \in \mathbb{Z}, A_{\varepsilon} \subseteq\left[a_{0}, a_{1}\right], \mu\left(A_{\varepsilon}\right)>0$ such that

$$
\left\|k_{m_{0}}\right\|_{\infty} \geqslant \sup _{m \in \mathbb{Z}}\left\|k_{m}\right\|_{\infty}-\frac{\varepsilon}{2}
$$

and for $x \in A_{\varepsilon}$,

$$
\left|k_{m_{0}}(x)\right|>\left\|k_{m_{0}}\right\|_{\infty}-\frac{\varepsilon}{2} .
$$

Also, if we take $f=\chi_{A_{\varepsilon}} e_{m_{0}}$, then we have

$$
\|T f\|>\left(\left\|k_{m_{0}}\right\|_{\infty}-\varepsilon\right) \sqrt{\mu\left(A_{\varepsilon}\right)}
$$

So, we have that $\|T\|=\sup _{m \in \mathbb{Z}}\left\|k_{m}\right\|_{\infty}$. By an inductive argument, we obtain that for $n \in \mathbb{N}^{*},\left\|T^{n}\right\|=\sup _{m \in \mathbb{Z}}\left\|k_{m} k_{m+1} \ldots k_{m+n-1}\right\|_{\infty}$. Since $k_{n}$ converges uniformly to $b$ as n tends to $+\infty$, it follows that

$$
\sup _{m \in \mathbb{Z}}\left\|k_{m} k_{m+1} \ldots k_{m+n-1}\right\|_{\infty}^{\frac{1}{n}} \underset{n \rightarrow \infty}{\longrightarrow} b
$$

Since $T^{-1}$ is unitarily equivalent to a bilateral right shift with weights $\widetilde{k}_{n}=k_{-n}{ }^{-1}$, in the same way, one can show that $\left\|T^{-n}\right\|^{\frac{1}{n}} \underset{n \rightarrow \infty}{\rightarrow} 1 / a$. As 0 does not lie in the spectrum of $T, \sigma\left(\underline{\left.T^{-1}\right)}=\sigma(T)^{-1}\right.$. Hence, we have that $\sigma(T) \subseteq\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}$; since $\sigma\left(T^{*}\right)=\overline{\sigma(T)}$, we obtain that

$$
\sigma\left(T^{*}\right) \subseteq\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}
$$

Note that if $a=0$, then, we have $\sigma\left(T^{*}\right) \subseteq \overline{\mathbb{D}}(0, b)$.
Let $\lambda$ be such that $a<|\lambda|<b$. If $f=\sum_{n \in \mathbb{Z}} g_{n} e_{n}$, where for all $n \in \mathbb{Z}, g_{n}$ is in $L^{2}\left(\left(a_{0}, a_{1}\right)\right)$, the equation $T^{*} f=\lambda f$ gives that

$$
\lambda \sum_{n=-\infty}^{+\infty} g_{n} e_{n}=\sum_{n=-\infty}^{+\infty} g_{n} k_{n-1} e_{n-1}=\sum_{n=-\infty}^{+\infty} g_{n+1} k_{n} e_{n}
$$

which implies that for all $n \in \mathbb{Z}, \lambda g_{n}=k_{n} g_{n+1}$. Setting $g_{0}$ to be any function of norm 1 in $L^{2}\left(a_{0}, a_{1}\right)$, and defining on $\left(a_{0}, a_{1}\right)$,

$$
g_{n}=\left\{\begin{array}{cc}
\lambda^{n} g_{0} /\left(k_{0} k_{1} \ldots k_{n-1}\right) & \text { for } \quad n>0 \\
\lambda^{n} g_{0} k_{n} k_{n+1} \ldots k_{-1} & \text { for } \quad n<0
\end{array}\right.
$$

we see easily that $\sum_{n \in \mathbb{Z}}\left\|g_{n}\right\|_{2}^{2}$ converges.
Hence, $f=\sum_{n=-\infty}^{\infty} g_{n} e_{n}$ is an eigenvector of $T^{*}$ and $\lambda \in \sigma_{p}\left(T^{*}\right)$ with infinite multiplicity. We conclude that

$$
\sigma(T)=\sigma\left(T^{*}\right)=\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}
$$

It remains to check that for $|\lambda| \in(a, b), T-\lambda$ Id is bounded below. Here our method generalizes some ideas due to Ridge [5]. Suppose towards a contradiction that $\lambda$ is an approximate eigenvalue of $T$. So, for each $i \in \mathbb{N}^{*}$, there is a unit vector $f(i)=$ $\left\{f_{j}(i)\right\}_{j \in \mathbb{Z}}$ such that

$$
\|T f(i)-\lambda f(i)\|<\frac{1}{i}
$$

- Suppose first that $\liminf _{i \rightarrow \infty}\left\|f_{0}(i)\right\|_{2}=0$. So, for all $\varepsilon>0$, there is an index $i$ such that $\left\|f_{0}(i)\right\|_{2}<\varepsilon$ and $\|T f(i)-\lambda f(i)\|<\varepsilon$. Denoting by $h(i)=f(i)-f_{0}(i) e_{0}$ (that is, setting to zero the component corresponding to $j=0$ ), we have

$$
\begin{aligned}
\|T h(i)-\lambda h(i)\| & \leqslant\|T f(i)-\lambda f(i)\|+\left\|T f_{0}(i) e_{0}-\lambda f_{0}(i) e_{0}\right\| \\
& <\varepsilon+(\|T\|+|\lambda|) \varepsilon
\end{aligned}
$$

and thus there is an approximate eigenvector $h(i)$ of norm 1 such that $h_{0}(i)=0$ and $\|T h(i)-\lambda h(i)\|<\varepsilon$.

We can write $h(i)=l(i)+r(i)$ where $l(i)$ is supported on the negative integers and $r(i)$ is supported on the positive integers. Since their supports are disjoint, $\operatorname{Th}(i)-$ $\lambda h(i)$ is the orthogonal sum of $T l(i)-\lambda l(i)$ and $\operatorname{Tr}(i)-\lambda r(i)$. Since $h(i)$ is of norm 1 , one of $l(i)$ and $r(i)$ has norm greater than $\frac{1}{2}$ and thus, we may find a sequence of approximate eigenvectors supported entirely on either the positive or negative integers. We will denote it by $p(i)$, and may suppose without loss of generality that $\|p(i)\|=1$ and $\|T p(i)-\lambda p(i)\|<1 / i$. Now

$$
T^{n} p(i)-\lambda^{n} p(i)=\left(T^{n-1}+\lambda T^{n-2}+\ldots+\lambda^{n-1} \mathrm{Id}\right)(T p(i)-\lambda p(i))
$$

and so $\left\|T^{n} p(i)-\lambda^{n} p(i)\right\|<C_{n} / i$, where $C_{n}$ depends on $\lambda$ and the weights but not on $i$. If $p(i)=\left\{p_{j}(i)\right\}$ is supported on the positive integers, then

$$
\begin{aligned}
\left\|T^{n} p(i)\right\|_{2} & =\left(\sum_{j=1}^{\infty}\left\|k_{j} k_{j+1} \ldots k_{j+n-1} p_{j}(i)\right\|_{2}^{2}\right)^{1 / 2} \\
& \geqslant\left(\inf _{j>0}\left(\min _{u \in\left[a_{0}, a_{1}\right]} k_{j}(u) k_{j+1}(u) \ldots k_{j+n-1}(u)\right)^{2} \sum_{j=1}^{\infty}\left\|p_{j}(i)\right\|_{2}^{2}\right)^{1 / 2} \\
& =\left[\inf _{j>0}\left(\min _{u \in\left[a_{0}, a_{1}\right]} k_{j}(u) k_{j+1}(u) \ldots k_{j+n-1}(u)\right)\right]
\end{aligned}
$$

Without loss of generality, one can suppose that $b>1$. So, for $n$ sufficiently large, we have

$$
\inf _{j>0}\left(\min _{u \in\left[a_{0}, a_{1}\right]} k_{j}(u) k_{j+1}(u) \ldots k_{j+n-1}(u)\right)>\left|\lambda^{n}\right|+2
$$

Choosing $i$ larger than $C_{n}$, we obtain a contradiction. Applying similar arguments to $T^{-1}$, we obtain a contradiction when $T$ has an approximate eigenvector supported on the negative integers.

- Suppose that $\liminf _{i \rightarrow \infty}\left\|f_{0}(i)\right\|_{2}=d>0$. Since we have an approximate eigenvector $f(i)=\left\{f_{n}(i)\right\}$ of norm 1 such that $\|T f(i)-\lambda f(i)\|<\frac{1}{i}$, then a simple inductive argument shows that there exist constants $\left\{D_{n}\right\}_{n \geqslant 0}$ independent of $i$ such that

$$
\left\|f_{n+1}(i)-\frac{k_{0} k_{1} \ldots k_{n}}{\lambda^{n+1}} f_{0}(i)\right\|_{2} \leqslant \frac{D_{n}}{i}, \quad \text { for } n \in \mathbb{N} .
$$

If $\left\|f_{0}(i)\right\|_{2} \geqslant d / 2$, then,

$$
\begin{aligned}
\left\|f_{n+1}(i)\right\|_{2} & \geqslant\left\|\frac{k_{0} k_{1} \ldots k_{n}}{\lambda^{n+1}} f_{0}(i)\right\|_{2}-\frac{D_{n}}{i} \\
& \geqslant \frac{\min _{u \in\left[a_{0}, a_{1}\right]} k_{j}(u) k_{j+1}(u) \ldots k_{j+n-1}(u)}{\left|\lambda^{n+1}\right|}\left\|f_{0}(i)\right\|_{2}-\frac{D_{n}}{i}
\end{aligned}
$$

Since

$$
\frac{\min _{u \in\left[a_{0}, a_{1}\right]} k_{j}(u) k_{j+1}(u) \ldots k_{j+n-1}(u)}{\left|\lambda^{n+1}\right|} \underset{n \rightarrow+\infty}{\rightarrow} \infty
$$

we may find an index $n$ such that $\left\|f_{n+1}(i)\right\|_{2} \geqslant 2-D_{n} / i$. But, as $f(i)$ is a vector of norm 1 , if we choose $i$ larger than $D_{n}$, we obtain a contradiction.

COROLLARY 2.1. Let $T: \ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right) \rightarrow \ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right)$ be the weighted right bilateral shift defined by $(T x)_{n}=k_{n-1} x_{n-1}$ for $n \in \mathbb{Z}$ where $\left\{k_{n}\right\}$ is a sequence of positive and continuous functions on $\left[a_{0}, a_{1}\right]$ such that $k_{n}$ converges uniformly to $b$ as $n \rightarrow-\infty$ and a as $n \rightarrow+\infty$ where $a<b$. Then, for any complex number $a<|\lambda|<b$, $T-\lambda$ Id is a universal operator for Hilbert space. In particular, every operator has an invariant subspace if and only if the minimal nontrivial invariant subspaces of $T$ are all one-dimensional.

Proof. $T^{*}$ is unitarily equivalent to a weighted right shift where the weights is a sequence of positive and continuous functions such that $k_{n}$ tends uniformly to $a$ at $-\infty$ and uniformly to $b$ at $+\infty$. By Theorem 2.1, it follows that $T-\lambda$ Id has an infinite dimensional kernel and, $T^{*}-\bar{\lambda}$ Id is bounded below which implies that $T-\lambda \operatorname{Id}$ is surjective. So, we conclude that $T-\lambda$ Id is universal for Hilbert space.

The last statement follows immediately from the remarks after Definition 1.1, noting that $T$ and $T-\lambda$ Id have the same lattice of invariant subspaces.

REMARK 2.1. Note that, in this case, the point spectrum of $T^{*}$ is empty.

## 3. Applications to composition operators

### 3.1. Composition operators on $L^{2}((0,1))$

Definition 3.1. A mapping $\phi:[0,1] \rightarrow[0,1]$ will be called $L^{2}$-admissible, if it is strictly increasing and differentiable, with $\phi(0)=0$ and $\phi(1)=1$, and has the properties that $\phi$ has no other fixed points, $\phi(x) \geqslant x$ on $[0,1], \phi^{\prime}$ is continuous on $(0,1)$ and $\left(\phi^{-1}\right)^{\prime}$ is bounded. We then define the composition operator $C_{\phi}$ by $C_{\phi}(f)=$ $f \circ \phi$.

Such operators have been studied by Spalsbury [7] in the context of $C[0,1]$ and $C^{1}[0,1]$, for functions of the form $\phi(x)=x^{s}$, and generalizations of the Müntz theorem were obtained in order to obtain information on cyclic vectors. Here we work in a Hilbertian context, and with a more general range of symbols $\phi$.

Proposition 3.1. Let $\phi$ be $L^{2}$-admissible. Then, $C_{\phi}$ is bounded on $L^{2}((0,1))$ and its adjoint is given by $C_{\phi}^{*}(f)=\left(\phi^{-1}\right)^{\prime}\left(f \circ \phi^{-1}\right)$.

Proof. Let $f$ be in $L^{2}((0,1))$. Then

$$
\begin{aligned}
\int_{0}^{1}\left|C_{\phi}(f)(x)\right|^{2} d x & =\int_{0}^{1}|f(\phi(x))|^{2} d x=\int_{0}^{1}|f(u)|^{2}\left(\phi^{-1}\right)^{\prime}(u) d u \\
& \leqslant \sup _{u \in[0,1]}\left(\phi^{-1}\right)^{\prime}(u)\|f\|_{L^{2}((0,1))}^{2}
\end{aligned}
$$

Thus, $\left\|C_{\phi}\right\| \leqslant\left\|\left(\phi^{-1}\right)^{\prime}\right\|_{\infty}^{1 / 2}$.
The computation of the adjoint is elementary, and we omit it.
Now, fix $a_{0} \in(0,1)$. Let $f$ be a function in $L^{2}((0,1))$. We denote by $\left\{a_{n}\right\}_{n \in \mathbb{Z}}$ the sequence $\left\{\phi^{n}\left(a_{0}\right)\right\}_{n \in \mathbb{Z}}$, where for $n<0$, $\phi^{n}=\left(\phi^{-1}\right)^{-n}$. If we define $g_{n}(u)$ such that

$$
g_{n}(u)=f\left(\phi^{n}(u)\right) \text { for } n \in \mathbb{Z} \text { and } u \in\left(a_{0}, a_{1}\right)
$$

then each $g_{n}$ lies in $L^{2}\left(\left(a_{0}, a_{1}\right)\right)$ and we have, writing $f_{n}=f_{\mid\left(a_{n}, a_{n+1}\right)}$, that

$$
\begin{aligned}
\|f\|_{L^{2}((0,1))}^{2} & =\sum_{n \in \mathbb{Z}}\left\|f_{n}\right\|_{L^{2}\left(\left(a_{n}, a_{n+1}\right)\right)}^{2} \\
& =\sum_{n \in \mathbb{Z}} \int_{a_{0}}^{a_{1}}\left|f_{n}\left(\phi^{n}(u)\right)\right|^{2}\left(\phi^{n}\right)^{\prime}(u) d u \\
& =\sum_{n \in \mathbb{Z}} \int_{a_{0}}^{a_{1}}\left|g_{n}(u)\right|^{2}\left(\phi^{n}\right)^{\prime}(u) d u \\
& =\sum_{n \in \mathbb{Z}}\left\|g_{n} \sqrt{\left(\phi^{n}\right)}\right\|_{L^{2}\left(\left(a_{0}, a_{1}\right)\right)}^{2}
\end{aligned}
$$

If we consider $V: L^{2}([0,1]) \longrightarrow \ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right)$ defined by $V(f)=\left(g_{n} \sqrt{\left(\phi^{n}\right)^{\prime}}\right)_{n \in \mathbb{Z}}$, then $V$ is a unitary operator.

Now, if we compose $f$ by the operator $C_{\phi}$, we have

$$
\begin{aligned}
\left\|C_{\phi}(f)\right\|_{L^{2}((0,1))}^{2} & =\sum_{n \in \mathbb{Z}} \int_{a_{n}}^{a_{n+1}}|f(\phi(x))|^{2} d x \\
& =\sum_{n \in \mathbb{Z}} \int_{a_{0}}^{a_{1}}\left|g_{n+1}(u)\right|^{2}\left(\phi^{n}\right)^{\prime}(u) d u
\end{aligned}
$$

So, if $f=\sum_{n \in \mathbb{Z}} g_{n} \sqrt{\left(\phi^{n}\right)^{\prime}} e_{n}$, where $\left(e_{n}\right)_{n \in \mathbb{Z}}$ is the standard orthonormal basis of $\ell^{2}(\mathbb{Z})$, then,

$$
C_{\phi}(f)=\sum_{n \in \mathbb{Z}} g_{n+1} \sqrt{\left(\phi^{n}\right)^{\prime}} e_{n}
$$

Thus, $C_{\phi}$ maps on $L^{2}((0,1))$ as a weighted left shift on $\ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right)$ with weights $k_{n}=\sqrt{\frac{\left(\phi^{n}\right)^{\prime}}{\left(\phi^{n+1}\right)^{\prime}}}=\frac{1}{\sqrt{\phi^{\prime} \circ \phi^{n}}}$, for $n \in \mathbb{Z}$.

THEOREM 3.1. Let $\phi$ be an $L^{2}$-admissible function such that for some $a_{0} \in$ $(0,1)$, the sequence $\frac{1}{\sqrt{\phi^{\prime} \circ \phi^{n}}}$ converges uniformly on $\left[a_{0}, \phi\left(a_{0}\right)\right]$ to $a$ as $n \rightarrow-\infty$ and $b$ as $n \rightarrow+\infty$ where $a<b$. Then, $\sigma\left(C_{\phi}\right)=\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}$ and $\{z \in \mathbb{C}: a<|z|<$ $b\} \subseteq \sigma_{p}\left(C_{\phi}\right)$. Likewise, for any complex numbers $a<|\lambda|<b, C_{\phi}-\lambda$ Id is a universal operator for Hilbert space.

Proof. Since a weighted left shift with weights $\left\{k_{n}\right\}_{n \in \mathbb{Z}}$ is unitarily equivalent to a weighted right shift with weights $\left\{\widetilde{k}_{n}\right\}_{n \in \mathbb{Z}}$ where $\widetilde{k}_{n}=k_{-n}$ for $n \in \mathbb{Z}$, then, $C_{\phi}$ is unitarily equivalent to a weighted right shift on $\ell^{2}\left(\mathbb{Z}, L^{2}\left(\left(a_{0}, a_{1}\right)\right)\right.$, denoted by $S_{\phi}$ with weights $\widetilde{k_{n}}=\frac{1}{\sqrt{\left(\phi^{-1}\right)^{\prime} \circ \phi^{-n}}}, n \in \mathbb{Z}$ such that

$$
\widetilde{k}_{n} \xrightarrow{\text { uniformly }}\left\{\begin{array}{l}
b \text { as } n \rightarrow-\infty \\
a \text { as } n \rightarrow+\infty
\end{array}\right.
$$

Theorem 2.1 implies that $\sigma\left(S_{\phi}\right)=\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}$ and $\sigma_{p}\left(S_{\phi}\right)=\{z \in \mathbb{C}: a<$ $|z|<b\}$. It follows from Corollary 2.1 that for any $a<|\lambda|<b, S_{\phi}-\lambda$ Id is a universal operator for Hilbert space. So, we have the conclusion for $C_{\phi}-\lambda$ Id.

REMARK 3.1. If $\phi$ satisfies the hypothesis of Theorem 3.1, the point spectrum of $C_{\phi}^{*}$ is empty.

We now have an analogous version of Corollary 2.1 for $C_{\phi}$.

Corollary 3.1. Let $\phi$ and $C_{\phi}$ be as in Theorem 3.1. Then, every operator has an invariant subspace if and only if the minimal nontrivial invariant subspaces of $C_{\phi}$ are all one-dimensional.

Example 3.1. Fix $0<s<1$. Let $\phi$ be the function defined on $[0,1]$ by $\phi(x)=$ $x^{s}$. Then $C_{\phi}$ is bounded on $L^{2}((0,1))$. Note that, for $n \in \mathbb{Z}$ and $x \in(0,1)$,

$$
\frac{1}{\sqrt{\phi^{\prime} \circ \phi^{n}(x)}}=\frac{1}{\sqrt{s}} x^{s^{n}(1-s) / 2}
$$

Then we have

$$
\frac{1}{\sqrt{\phi^{\prime} \circ \phi^{n}}} \xrightarrow{\text { uniformly }}\left\{\begin{array}{l}
0 \text { as } n \rightarrow-\infty \\
\frac{1}{\sqrt{s}} \text { as } n \rightarrow+\infty
\end{array}\right.
$$

It follows from Theorem 3.1 that

$$
\sigma\left(C_{\phi}\right)=\overline{\mathbb{D}}(0,1 / \sqrt{s}) \quad \text { and } \quad\{z \in \mathbb{C}: 0<|z|<1 / \sqrt{s}\} \subseteq \sigma_{p}\left(C_{\phi}\right)
$$

and for any complex number $\lambda$ such that $0<|\lambda|<1 / \sqrt{s}, C_{\phi}-\lambda$ Id is a universal operator for Hilbert space. Thus every Hilbert space operator has an invariant subspace if and only if the minimal nontrivial invariant subspaces of $C_{\phi}$ are all one dimensional.

### 3.2. Composition operators on Sobolev spaces $W_{0}((0,1))$

Now let $W_{0}(0,1)$ be the space of absolutely continuous functions $f$ defined on $[0,1]$ such that $f(0)=0$ and $f^{\prime} \in L^{2}((0,1))$, with norm

$$
\|f\|_{W_{0}(0,1)}=\left\|f^{\prime}\right\|_{2}
$$

where $\|.\|_{2}$ denotes the norm in $L^{2}((0,1))$.
DEFINITION 3.2. A mapping $\phi:[0,1] \rightarrow[0,1]$ will be called $W_{0}$-admissible, if it is a strictly increasing and continuously differentiable function, with $\phi(0)=0$ and $\phi(1)=1$, such that $\phi(x) \leqslant x$ for $x \in[0,1]$, and $\phi$ has no other fixed points. We denote by $C_{\phi}$ the composition operator induced by $\phi$.

Proposition 3.2. Let $\phi$ be $W_{0}$-admissible. Then, $C_{\phi}$ is bounded on $W_{0}((0,1))$.
Proof. Let $f$ be in $W_{0}((0,1))$.

$$
\begin{aligned}
\left\|C_{\phi}(f)\right\|_{W(0,1)}^{2} & =\int_{0}^{1}\left|f^{\prime}(\phi(x))\right|^{2} \phi^{\prime}(x)^{2} d x=\int_{0}^{1}|f(u)|^{2} \phi^{\prime}\left(\phi^{-1}(u)\right) d u \\
& \leqslant\left\|\phi^{\prime}\right\|_{\infty}\|f\|_{W_{0}((0,1))}^{2}
\end{aligned}
$$

Thus, $\left\|C_{\phi}\right\|_{W_{0}(0,1)} \leqslant\left\|\phi^{\prime}\right\|_{\infty}^{1 / 2}$.
Note that the operator $C_{\phi}$ is also bounded on $W(0,1)$, the space of absolutely continuous functions $f$ on $[0,1]$ such that $f^{\prime} \in L^{2}((0,1))$. As the mapping $f \mapsto f(0)$ is bounded on $W$, then $f=(f-f(0))+f(0)$ and $C_{\phi} f=C_{\phi}(f-f(0))+f(0)$.

Lemma 3.1. Let $\phi$ be $W_{0}$-admissible. Then $C_{\phi}$ on $W_{0}((0,1))$ is unitarily equivalent to a weighted composition operator $D_{\phi}$ on $L^{2}((0,1))$.

Proof. Let $f$ be in $W_{0}((0,1))$. We denote by $F$ the derivative of $f$ which is in $L^{2}((0,1))$. We have

$$
\begin{aligned}
\left\|C_{\phi}(f)\right\|_{W_{0}((0,1))}^{2} & =\int_{0}^{1}|F(\phi(x))|^{2} \phi^{\prime}(x)^{2} d x \\
& =\left\|\phi^{\prime} \cdot(F \circ \phi)\right\|_{2}^{2} \\
& =\left\|D_{\phi}(F)\right\|_{2}
\end{aligned}
$$

where $D_{\phi}$ is the weighted composition operator on $L^{2}((0,1))$ defined by

$$
D_{\phi}(g)=\phi^{\prime}(g \circ \phi)
$$

for all $g \in L^{2}((0,1))$. If $D$ is the mapping from $W_{0}((0,1))$ onto $L^{2}((0,1))$ defined by $D(f)=f^{\prime}$ for all $f \in W_{0}((0,1))$, then we have the commutative diagram


Since $D$ is a unitary operator from $W_{0}((0,1))$ to $L^{2}((0,1))$, we have the conclusion.

Proposition 3.3. Let $\phi$ be $W_{0}$-admissible and suppose that for some $a_{0} \in$ $(0,1)$, the sequence $\frac{1}{\sqrt{\left(\phi^{-1}\right)^{\prime} \circ \phi^{-n}(x)}}$ converges uniformly on $\left[a_{0}, \phi^{-1}\left(a_{0}\right)\right]$ to a as $n \rightarrow$ $-\infty$ and $b$ as $n \rightarrow+\infty$ where $a<b$. Then $\sigma\left(C_{\phi}\right)=\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}$ and $\sigma_{p}\left(C_{\phi}\right)=\varnothing$. Likewise, for any complex numbers $a<|\lambda|<b, C_{\phi}^{*}-\lambda$ Id is a universal operator for Hilbert space.

Proof. Note that if $F, G \in L^{2}((0,1))$, then

$$
\begin{aligned}
\left\langle D_{\phi}(F), G\right\rangle_{2} & =\int_{0}^{1} \phi^{\prime}(x) F(\phi(x)) \overline{G(x)} d x \\
& =\int_{0}^{1} F(u) \overline{G\left(\phi^{-1}(u)\right)} d u \\
& =\left\langle F, S_{\phi^{-1}}(G)\right\rangle_{2}
\end{aligned}
$$

where $S_{\phi^{-1}}$ denotes the composition operator on $L^{2}((0,1))$. So, we have $D_{\phi}^{*}=S_{\phi^{-1}}$. Thus, we deduce by Theorem 3.1 that $\sigma\left(D_{\phi}^{*}\right)=\{z \in \mathbb{C}: a \leqslant|z| \leqslant b\}$ and $\sigma_{p}\left(D_{\phi}^{*}\right)=$ $\{z \in \mathbb{C}: a<|z|<b\}$. Likewise, for any complex numbers $a<|\lambda|<b, D_{\phi}^{*}-\lambda$ Id is a universal operator for Hilbert space. By unitary equivalence from Lemma 3.1 and by Remark 3.1, we have the conclusion.

Example 3.2. Fix $s>1$. Let $\psi$ be the function defined on $[0,1]$ by $\psi(x)=x^{s}$. Then, $C_{\psi}$ is bounded on $W_{0}((0,1))$. Note that for all $x \in[0,1]$, we have $\psi^{-1}(x)=x^{1 / s}$; using similar arguments as in Example 3.1, one can prove that $\psi$ satisfies the hypothesis of Proposition 3.3.

It follows that $\sigma\left(C_{\psi}\right)=\overline{\mathbb{D}}(0, \sqrt{s}), \sigma_{p}\left(C_{\psi}\right)=\varnothing$ and for any complex number $\lambda$ such that $0<|\lambda|<\sqrt{s}, C_{\psi}^{*}-\lambda$ Id is a universal operator for Hilbert space. Thus, every operator has an invariant subspace if and only if the minimal nontrivial invariant subspaces of $C_{\psi}^{*}$ are all one-dimensional.

## 4. Cyclic vectors for $C_{\phi}$

In the sequel, we will denote by $\phi$ the function $x \mapsto x^{s}$ where $0<s<1$. Here, we are interested in cyclic vectors of composition operators induced by $\phi$ : in view of the universality results proved in Section 3, these are of particular significance in their application to the study of invariant subspaces.

Proposition 4.1. Let $p$ be the function defined on $[0,1]$ by $p(x)=c x^{\alpha}$, where $c \in \mathbb{C} \backslash\{0\}$ and $0 \neq \alpha>-\frac{1}{2}$. Then $p$ is a cyclic vector for $C_{\phi}$ in $L^{2}((0,1))$.

Proof. Note that $\operatorname{span}\left\{p\left(x^{s^{k}}\right): k \geqslant 0\right\}=\operatorname{span}\left\{x^{\lambda_{k}}: k \geqslant 0\right\}$, where $\left(\lambda_{k}\right)_{k \geqslant 0}$ is the infinite sequence of positive and distinct real numbers defined by $\lambda_{k}=\alpha s^{k}$, for $k=0,1,2, \ldots$. By the full Müntz theorem in $L^{2}((0,1))$, see [1], we have that

$$
\overline{\operatorname{span}}\left\{x^{\lambda_{k}}, k \geqslant 0\right\}=L^{2}((0,1)) \Longleftrightarrow \sum_{k} \frac{2 \lambda_{k}+1}{\left(2 \lambda_{k}+1\right)^{2}+4}=\infty
$$

Now

$$
\begin{aligned}
& \frac{2 \alpha s^{k}}{\left(2 \alpha s^{k}+1\right)^{2}+4} \underset{k \rightarrow+\infty}{\sim} \frac{2}{5} \alpha s^{k} \\
& \frac{1}{\left(2 \alpha s^{k}+1\right)^{2}+4} \underset{k \rightarrow+\infty}{\sim} \frac{1}{5}
\end{aligned}
$$

So, $\sum_{k=0}^{\infty} \frac{2 \alpha s^{k}+1}{\left(2 \alpha s^{k}+1\right)^{2}+4}$ is divergent, and we conclude that

$$
\overline{\operatorname{span}}\left\{p\left(x^{s^{k}}\right): k \geqslant 0\right\}=L^{2}((0,1))
$$

Using a more complicated method, we now prove that every "generalized polynomial" which maps zero to zero is also cyclic for $C_{\phi}$.

THEOREM 4.1. Let $P$ be the "generalized polynomial" on $[0,1]$ defined by $P(x)=$ $\sum_{k=0}^{n} a_{k} x^{r_{k}}$ with $0<r_{1}<\ldots<r_{n}$ and the $a_{k}$ non-zero. Then $P$ is cyclic in $L^{2}(0,1)$ for $C_{\phi}$.

Proof. To see this, we consider the isometry between $L^{2}(0,1)$ and $L^{2}(0, \infty)$ defined by $(J f)(t)=f\left(e^{-t}\right) e^{-t / 2}$, which takes a function $x \mapsto x^{r}$ to $t \mapsto e^{-r t-t / 2}$.

Then a function $f$ is orthogonal to $C_{\phi}^{j} P$ if and only if the corresponding $J f$ is orthogonal to

$$
P_{j}: t \mapsto \sum_{k=1}^{n} a_{k} \exp \left(-s^{j} r_{k} t-t / 2\right)
$$

Taking the Fourier-Laplace transform and using the Paley-Wiener theorem, we arrive at a function $F \in H^{2}\left(\mathbb{C}_{+}\right)$, where $\mathbb{C}_{+}=\{z \in \mathbb{C}: \operatorname{Im}(z)>0\}$, such that

$$
\sum_{k=1}^{n} a_{k} F\left(i s^{j} r_{k}+\frac{i}{2}\right)=0 \quad(j=0,1,2, \ldots)
$$

We have the completeness of the iterates $C_{\phi}^{j} P$ if we can show that $F$ is identically zero.
Note that, in the well-known case $n=1$, this now implies that $F$ is identically zero since $\left(i s^{j} r_{1}+\frac{i}{2}\right)_{j}$ is not a Blaschke sequence, given that $r_{1}>0$ by assumption.

In general, since $s^{j} r_{k} \rightarrow 0$ as $j \rightarrow \infty$ for all $k$, we have, writing $G(z)=F(i(z+$ $1 / 2)$ ) for $z$ in a neighbourhood of 0 , that

$$
\sum_{k=1}^{n} a_{k} G\left(z r_{k}\right)=0
$$

by the principle of isolated zeroes, and $G$ is holomorphic near 0 .
Now $G$ is not a polynomial, unless it is identically zero (since $F \in H^{2}\left(\mathbb{C}_{+}\right)$) and so if $\left(g_{m}\right)_{m}$ are its Taylor coefficients, then infinitely often we have $g_{m} \neq 0$ and

$$
\sum_{k=1}^{n} a_{k} r_{k}^{m}=0
$$

which cannot be true since this is asymptotic to $a_{n} r_{n}^{m}$ as $m \rightarrow \infty$. Hence $G$ must be identically zero and so the system of iterates is complete.

For a contrasting result, we now denote by $\phi$ the function $x \mapsto x^{s}$ where $s>1$ and by $D_{\phi}$ the weighted composition operator in $L^{2}((0,1))$ introduced in Lemma 3.1.

Proposition 4.2. Let $P$ be the function defined on $[0,1]$ by $P(x)=\sum_{i=0}^{r} c_{i} x^{\alpha_{i}}$, where each $c_{i} \in \mathbb{C}$ and $-\frac{1}{2}<\alpha_{0}<\alpha_{1}<\ldots<\alpha_{r}$. Then, $P$ is not a cyclic vector for $D_{\phi}$ in $L^{2}((0,1))$. Thus, if $Q(x)=\sum_{i=0}^{r} b_{i} x^{\beta_{i}}$, with $b_{i} \in \mathbb{C}$ and $\frac{1}{2}<\beta_{0}<\beta_{1}<\ldots<\beta_{r}$, then the function $Q$ is not a cyclic vector for $C_{\phi}$ in $W_{0}((0,1))$.

Proof. Note that

$$
D_{\phi}^{k}(P)=\sum_{j=0}^{r} s^{k} c_{j} x^{s^{k} \alpha_{j}+s^{k}-1}
$$

Now, we have $\operatorname{span}\left\{D_{\phi}^{k}, k \geqslant 0\right\} \subseteq \operatorname{span}\left\{x^{\lambda_{k}}, k \geqslant 0\right\}$ where $\left\{\lambda_{k}\right\}_{k}$ is a sequence of positive and distinct numbers such that there is $(i, j) \in \mathbb{N} \times\{0, \ldots, r\}, \lambda_{k}=s^{i} \alpha_{j}+s^{i}-1$. So, it follows from the full Müntz theorem in $L^{2}((0,1))$ that $P$ is not a cyclic vector for $D_{\phi}$ if and only if $\sum_{k} \sum_{j=0}^{r} \frac{2\left(s^{k} \alpha_{j}+s^{k}\right)-1}{\left(2 s^{k}\left(\alpha_{j}+1\right)-1\right)^{2}+4}$ converges. Now, for each $j$, we see that

$$
\begin{aligned}
& \frac{s^{k} \alpha_{j}+s^{k}}{\left(2 s^{k}\left(\alpha_{j}+1\right)-1\right)^{2}+4} \underset{k \rightarrow+\infty}{\sim} \frac{\alpha_{j}+1}{4\left(\alpha_{j}+1\right)^{2} s^{k}} \\
& \frac{1}{\left(2 s^{k}\left(\alpha_{j}+1\right)-1\right)^{2}+4} \underset{k \rightarrow+\infty}{\sim} \frac{1}{4\left(\alpha_{j}+1\right)^{2} s^{2 k}}
\end{aligned}
$$

We conclude that $\sum_{k} \sum_{j=0}^{r} \frac{2\left(s^{k} \alpha_{j}+s^{k}\right)-1}{\left(2 s^{k}\left(\alpha_{j}+1\right)-1\right)^{2}+4}$ converges and thus $P$ is not a cyclic vector for $D_{\phi}$.

To see that $Q$ is not cyclic for $C_{\phi}$ in $W_{0}((0,1))$, we now set $P=Q^{\prime}$ and use Lemma 3.1.

Let $\mathscr{C}_{1}([0,1]):=\left\{f \in \mathscr{C}^{1}([0,1]), f(0)=0\right\}$.
We then obtain a non-cyclicity result in $\mathscr{C}_{1}([0,1])$ for a special class of functions which can be written as $f(x)=b x+r(x)$, where $\frac{r(x)}{x} \rightarrow 0$ as $x$ tends to 0 (see Theorem 3 in [7]). Recall that $\phi(x)=x^{s}$ for $s>1$.

Corollary 4.1. Let $P$ be the function defined on $[0,1]$ by $P(x)=\sum_{i=0}^{r} c_{i} x^{\alpha_{i}}$, where each $c_{i} \in \mathbb{C}$ and $1 \leqslant \alpha_{0}<\alpha_{1}<\ldots<\alpha_{r}$. Then, $P$ is not a cyclic vector for $C_{\phi}$ in $\mathscr{C}_{1}((0,1))$.

Proof. The non-cyclicity of $P$ follows easily from Proposition 4.2 and the following inequalities:

$$
\|f\|_{W_{0}((0,1))}:=\left\|f^{\prime}\right\|_{L^{2}((0,1))} \leqslant\|f\|_{\infty}+\left\|f^{\prime}\right\|_{\infty}=:\|f\|_{\mathscr{C}_{1}([0,1])}
$$

for all $f \in \mathscr{C}_{1}([0,1])$.
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