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TRUNCATED MOMENT PROBLEMS IN R2 AND RECURSIVENESS

R. BEN TAHER AND M. RACHIDI

(Communicated by R. Curto)

Abstract. This paper concerns the study of the truncated moment problems in R2 . More pre-
cisely, some Curto-Fialkow’s results, on the truncated complex moment problems, combined
with properties of generalized Fibonacci sequences, allow us to establish some results on the
truncated moment problems in R2 and its extension to the full moment problems. Furthermore,
with the aid of the combinatorial formula of the generalized Fibonacci sequences, we infer a
combinatorial expression for each term of the associated moment matrix. Which in turn permits
us to construct a process for expressing the terms of the extension of the truncated moment prob-
lem in R2 to the full moment problems. As a consequence, we are able to provide a detailed
study of the truncated quartic moment problem in R2 , linked firmly to the associated moment
matrix. Illustrative examples and applications are given.

1. Introduction

Let β ≡ β (2d) ≡ {βi j}{(i, j)∈Z2
+, i+ j�2d} , where d is a nonzero integer, be a 2-

dimensional real multisequence of degree 2d . Let K ⊂R2 be a closed subset, the trun-
cated K -moment problem in R2 or truncated 2 -variable K -moment problem (T2MP
for short) for the sequence β consists of finding a positive Borel measure μ on R

2

such that,

βi j =
∫

R2
xiy jdμ(x,y), (0 � i+ j � 2d) with supp(μ) ⊂ K. (1)

A measure satisfying (1) is said a representing (or K -representing) measure for the
sequence β ≡ β (2d) . The K -moment problem (1) is called full if d = +∞ . Cur-
rently, in [9], Bayer-Teichmann provide a general setting for the truncated multivari-
able moment problem when β ≡ β (m) = {βi}i∈ZN

+,|i|�m , where |i| = i1 + i2 + . . .+ iN
for i = (i1, . . . , iN) . More precisely, whether a positive measure μ solution of the trun-
cated multivariable moment problem is found, then μ is a finitely-atomic representing
measure. And such measure may be presented as the sum μ = ∑D

k=1 ρkδxk , where
1 � D < +∞ , ρk > 0 for k = 1, . . . ,D , and δxk is the point mass at xk ∈ R

N . In the
sequel, we apply this result in the case of N = 2.
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Let K = KC be a nonempty subset of the complex plane C , in general K is
compact. The truncated K -complex moment problem for a sequence γ ≡ γ(2d) =
{γ0,0,γ0,1,γ1,0, . . . ,γ0,2d , . . . ,γ2d,0} (γ0,0 > 0,γi, j = γ ji) , consists of finding a positive
Borelean measure ν such that

γi j =
∫

K
z iz jdν(z, z), (0 � i+ j � 2d) with supp(ν) ⊂ K. (2)

Similarly, to the moment problem (1), if d = +∞ the KC -moment problem (2) is called
full complex moment problem. The solution of the complex moment problem has
been explored, using various methods developped by Atzmon [2], Putinar [16], Curto-
Fialkow [10, 11, 12], and others. In [12], Curto-Fialkow characterize the existence
of a finitely atomic KC -representing measure. Their method is based on the employ-
ment of the moment matrix M(d)(γ) , associated to the sequence γ , which is defined
by M(d)(γ) = (M[i, j])0�i, j�d , where M[i, j] is the (i+1)× ( j +1) block of Toeplitz
form (i.e. with constant diagonals) such that the entries of the first row are given by γi, j ,
γi+1, j−1 , · · · , γi+ j,0 and the entries of the first column are γi, j , γi−1, j+1 , · · · , γ0,i+ j (see
[10, 12] for more details). Moreover, the notion of flat data that hid the notion of recur-
siveness, plays an intrinsic role in the Curto-Fialkow’s approach. On the other hands, in
[4] Ben Taher-Rachidi consider the recursiveness of Fibonacci type as primordial tool
to establish sufficient conditions for insuring when γ is a truncated moment sequence.

It is well known that the full and the truncated complex moment problems in C

are equivalent, respectively, to corresponding analogous moment problem in R2 , via
the degree-one transformation z ≡ x + iy (see [12]). Discussion on this closed con-
nection has been emphasized in [8], where the representing measures for the truncated
moment problems (1) and those of the Curto-Fialkow schemes for the truncated com-
plex moment problems (2) are related. Even if the moment problem on R2 is more
exploited in the literature, our main idea here is to give an approach by formulating the
crucial bridge between the truncated moment problem in R2 and the linear general-
ized Fibonacci sequence. To this aim we define the notion of the bi-indexed Fibonacci
sequence for {βi, j}(i, j)∈Z2

+
of order (r,s) , by considering the two following recursive

relations, ⎧⎨⎩β(k1+1,k2) = ∑r−1
i=0 aiβ(k1−i,k2)

β(k1,k2+1) = ∑s−1
j=0 b jβ(k1,k2− j),

(3)

where k1 � r− 1 (r � 2) and k2 � s− 1 (s � 2) . For a fixed j ∈ Z+ , the sequences
{βi, j}i∈Z+ are known in the literature as the generalized Fibonacci sequences of or-
der r of characteristic polynomial P(x) = xr − a0xr−1 − ·· · − ar−1 , as well as for a
fixed i ∈ Z+ , sequences {βi, j} j∈Z+ are also generalized Fibonacci sequences of or-
der s of characteristic polynomial Q(y) = ys −b0ys−1−·· ·−bs−1 . For simplicity, the
polynomials P and Q will be called the (characteristic) polynomials associated to the
2-dimensional real multisequence {βi, j}(i, j)∈Z2

+
.

The rest of this study is organized as follows. First of all, we convert the T2MP to
the truncated K -complex moment problem. Since the former moment problem is ex-
tensively studied via the generalized Fibonacci sequence method, we can derive some
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properties for the T2MP. The bi-indexed generalized Fibonacci sequence are involved,
in order to introduce straightly the notion of recursiveness and discussing the T2MP.
The results established by Curto-Fialkow, using the associated moment matrix, and the
combinatorial expression of generalized Fibonacci sequences, are of great importance
for providing the combinatorial expression of the columns of the associated moment
matrix. We also give rise to the combinatorial expression for each term of the T2MP,
which admits a finitely-atomic representing measure. In particular, we look into a de-
tailed study for the truncated quartic moment problem.

2. The Truncated 2 -variable moment problem for bi-indexed generalized
Fibonacci sequence

2.1. The 2 -variable truncated moment problem and the bi-indexed generalized
Fibonacci sequence

In this section, we first give tractable formulas to emphasize on the closed connec-
tion between the truncated moment problem in R

2 and the truncated complex moment
problems in C . The Binet formula of generalized Fibonacci sequences and the classical
Newton’s binomial formula are the key of this exploration. Appealing the relationship
between the recursively representing measures for complex moment problems in C

(see [10, 11, 12]) and the generalized Fibonacci sequence’s properties established in
[4], we arrive to supply the analogous link between the moment problem in R2 , which
admits a finitely atomic representing measure, and the bi-indexed generalized Fibonacci
sequence (3).

Let β ≡ β (2d) ≡ {βi, j}{(i, j)∈Z2
+, i+ j�2d} be a 2-dimensional real multisequence

of degree 2d , and let Pd ≡ R[x,y]d denote the bivariate real polynomials of total
degree at most d . For p(x,y) ≡ ∑i, j�0,i+ j�d ai jxiy j ∈ Pd , and let p̂ := (ai j) denote
the vector coefficients with respect to the basis for Pd , consisting of monomials in
degree-lexicographic order, i.e., 1 , x , y , x2 , xy , · · · , xd , · · · , yd . The moment matrix
Md ≡ Md(β ) , whose rows and columns are indexed by the monomials in Pd , is
defined by Lβ (pq) :=< Md p̂, q̂ > (p,q ∈ Pd) , where Lβ : P2d → R is the well
known Riesz functional defined by

Lβ ( ∑
i, j�0,i+ j�d

ai jx
iy j) = ∑ai jβi, j.

The successive rows and columns of the matrix Md are labelled 1 , X , Y , · · · , Xd ,
· · · , Yd . Thus, the entry in row XiY j , column XkY l , which we denote by 〈XiY j,XkY l〉 ,
is equal to β(i+k, j+l) . A linear combination of rows or columns is written as follows
p(X ,Y ) := ∑ai jX iY j . For a polynomial p ≡ ∑ai jxiy j we set p(X ,Y ) = Md p̂ . We say
that Md is recursively generated if it satisfies the following property,

p,q, pq ∈ Pd , p(X ,Y ) = 0 ⇒ (pq)(X ,Y ) = 0, (4)

If β has a representing measure, then Md is positive semi-definite and recursively
generated (see [13]). In addition, it follows from [9] that β admits a finitely-atomic
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representing measure μ , which therefore has finite moments of all orders. As a conse-
quence, Md admits a positive recursively generated moment matrix extensions of all
orders, namely Md+1[μ ] , · · · , Md+k[μ ] , · · · .

Assume that β admits a finitely-atomic representing measure μ ; and set simply
μ = ∑n

�=1 ρ�δ(x�,y�) . Put S1 = {k; 1 � k � n with xk 	= xi for k 	= i} , S2 = {k;1 � k �
n, with yk 	= y j for k 	= j} and suppose that S1 and S2 are of sizes r � n and s � n (re-
spectively). Therefore, the measure μ takes the form μ := ∑1�k�r,1�h�s ρk,hδ(xk ,yh)

(with ρk,h � 0), which means that βi, j = ∑1�k�r,1�h�s ρk,hxi
ky

j
h , for every i, j � 0

satisfying i + j � 2d . Accordingly, the truncated moment sequence β ≡ β (2d) :=
{βi, j}i, j�0,i+ j�2d can be extended to the full moment sequence β̂ := {β̂i j}i, j�0 such

that β̂i j = ∑k,h;1�k�r,1�h�s ρk,hxi
ky

j
h , for every i, j � 0. Hence, by the aid of the Binet

formula, it is easily inferred that β̂ := {β̂i j}i, j�0 is a bi-indexed generalized Fibonacci
sequence, whose the characteristic polynomial of the family of sequences {β̂i j} j�0

( i � 0 fixed) is Q(y) = (y−y1) · · · (y−ys) and that of the family of sequences {β̂i j}i�0

( j � 0 fixed) corresponds to P(x) = (x− x1) · · · (x− xr) .
Suppose that β0,0 > 0, we can associate to β the complex sequence γ ≡ γ(2d) ≡

{γi, j}{(i, j)∈Z2
+, i+ j�2d} . Indeed, for every k, � ∈ Z2

+ with k+ � � 2d , set

γk,� := Lβ ((x− iy)k(x+ iy)�). (5)

Clearly, we have γ0,0 = Lβ (1) = β0,0 > 0, and γk,� = γ�,k . Let introduce the maps
ψ : R×R → C×C and τ : Ran ψ → R×R defined, respectively, by ψ(x,y) = (z,z)
and τ(z,z) =

(
z+z
2 , z−z

2i

)
, where z ≡ x + iy and z = x− iy . Some useful properties of

Lβ , are presented in the following lemma.

LEMMA 1. (see Proposition 2.8 of [13]) Given a real sequence β ≡ β (2d) and
consider γ ≡ γ(2d) its associated sequence obtained via (5). Then, we have the follow-
ing assertions,

(i) Md(β ) � 0 ⇔ M(d)(γ) � 0 .

(ii) rank Md(β ) = rank [M(d)(γ)] .

(iii) If ν is a representing measure for γ , then μ = ν ◦ψ is a representing measure
for β , of the same measure class and cardinality of support. Moreover, we have
supp(μ) = τ(supp ν) .

Furthermore, a straightforward computation, using the Newton’s binomial for-
mula, leads to provide the combinatorial expression of βk1,k2 (k1 + k2 � 2d) in terms
of the γi, j (with 0 � i � k1 + k2 , 0 � j � k1 + k2 ) and conversely. Thus, we get the
following property.

PROPOSITION 1. Let β ≡ β (2d) , with β0,0 > 0, be a 2-dimensional real multise-
quence of degree 2d and γ ≡ γ(2d) its associated complex moment sequence. Then, we
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have ⎧⎪⎪⎨⎪⎪⎩
βk1,k2 = 1

2k1+k2
(−i)k2 ∑k1+k2

k=0

[
∑Sk

(k1
h )(k2

j )(−1)k2− j
]

γk,k1+k2−k

where Sk = {(h, j) h+ j = k, 0 � h � k1, 0 � j � k2} and

γk1,k2 = ∑k1+k2
k=0

[
∑Sk

(k1
h )(k2

j )(−1)k1−h
]
(i)k1+k2−kβk,k1+k2−k,

with k1,k2 ∈ Z+ , k1 + k2 � 2d and i2 = −1.

Proposition 1 shows the closed link between the matrices M2(γ) and M2(β ) . To
illustrate the preceding result, we examine the following example.

EXAMPLE 1. Let take again the following complex moment matrix associated to
the sequence γ(4) ≡ {γi, j}0�i+ j�4 (considered in [4]) defined as follows,

M2(γ) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 Z Z Z2 ZZ Z
2

1 1
3

1
3

−1
3 1 −1

3
1
3 1 −1

3
1
3

1
3

1
3

1
3

−1
3 1 1

3
1
3

1
3−1

3 1 1
3 1 −1

3 1
1 1 1

3
−1
3 1 −1

3−1
3 1 1

3 1 −1
3 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

In view of Proposition 1, we infer the terms of β (4) , its associated 2- variable moment
sequence as follows

M2(β ) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 X Y X2 XY Y 2

1 1
3 0 1

3 0 2
3

1
3

1
3 0 1

3 0 0
0 0 2

3 0 0 0
1
3

1
3 0 1

3 0 0
0 0 0 0 0 0
2
3 0 0 0 0 1

3

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

Let {γi, j}i, j�0 be a sequence of complex numbers with γi, j = γ j,i . The main result
established in [4] is restated through the equivalence of the two following assertions,

1. Assertion 1: {γi, j}i, j�0 is a moment sequence which owns an r -atomic repre-
senting measure μ .

2. Assertion 2: The family of sequences {γi, j} j�0 , where i � 0 (fixed), are linear
recursive sequences of order r , with the same characteristic polynomial which
owns distinct complex roots z0, · · · ,zr−1 . More precisely, γi,n = ∑r−1

j=0 ρi, jzn
j , with

ρ0, j � 0 and ρi, j = ρ0, jz j
i .

Consider a real sequence β ≡ {βi, j}{(i, j)∈Z2
+} and let γ ≡ {γi, j}{(i, j)∈Z2

+} be the associ-

ated complex sequence obtained by the transformation (5). Assume further that β ad-
mits an r -atomic representing measure μ , such that {(xi,yi)}r

i=1 are its distinct atoms.
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Hence, the representing measure associated to γ = γ(2d) has a finite atomic represent-
ing measure with exactly r atoms {xk + iyk)}r

k=1 . In this case, according to Assertion
1 or Assertion 2 above, the family of sequences {γi, j} j�0 ( i � 0 fixed) are generalized
Fibonacci sequences, with the same characteristic polynomial which owns the distinct
complex roots x1 + iy1, · · · ,xr + iyr . More precisely, we have γi,� = ∑r−1

j=0 ρi, jz�j , with

z j = x j + iy j , ρ0, j � 0 and ρi, j = ρ0, jz j
i .

Employing the equivalence of Assertion 1 and Assertion 2 (see [4]), and utilizing
the equivalence between the complex moment problems and the 2-variable moment
problems via the degree-one transformation z≡ x+ iy , we manage to have an analogous
result.

PROPOSITION 2. Let {βi, j}i, j�0 be a sequence of real numbers. Then, the two
following affirmations are equivalent,

1. {βi, j}i, j�0 is a moment sequence which owns an r -atomic representing measure
μ , whose atoms are {(xi,yi)}r

i=1 .

2. The sequence {βi, j} j�0 is a bi-indexed generalized Fibonacci sequence, such
that the characteristic polynomial of the family of sequences {βi, j} j�0 ( i � 0)
owns the all distinct values of {y1, · · · ,yr} in R as roots, and the characteristic
polynomial of the family of sequences {βi, j}i�0 ( j � 0) owns the all distinct
values of {x1, · · · ,xr} in R as roots. More precisely, we have βnm = ∑r

i=1 ρixn
i y

m
i

with ρi � 0.

Proof. First, the implication 1) ⇒ 2) is obvious. To prove 2) ⇒ 1) , we use the
expression

γk1,k2 =
k1+k2

∑
k=0

[ ∑
h+ j=k,0�h�k1,0� j�k2

(k1
h )(k2

j )(−1)k1−h](i)k1+k2−kβk,k1+k2−k

and the fact that the family of sequences {γi, j} j�0 (for i � 0), are r -generalized Fi-
bonacci sequences, whose characteristic polynomial owns r distinct roots z1 = x1 +
iy1, · · · ,zr = xr + iyr in C . �

REMARK 1. It ensues from Proposition 2 and the result of Bayer-Teichmann (see
[9]), on the truncated multivariable moment problem, that if the multisequence β ≡
β (2d) ≡ {βi, j}{(i, j)∈Z2

+, i+ j�2d} is a 2 variable truncated moment sequence, then β
may be extended to a full moment problem, which is in turn a bi-indexed generalized
Fibonacci sequence.

2.2. A combinatorial expression for the 2 variable moment sequence via Fibonacci
sequence

In this subsection, we are going to exploit the combinatorial expression of gen-
eralized Fibonacci sequences. More precisely, we manage to obtain the combinatorial
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expression for each term of the 2-variable moment sequence, which admits a finitely
atomic representing measure. Assume that β ≡ β (2d) ≡ {βi, j}{(i, j)∈Z2

+, i+ j�2d} is a

truncated moment sequence. Let k, �∈Z+ and consider A∈Mk(C) satisfying A = A∗ ,
B ∈ Mk,�(C) and C ∈ M�(C) . Any matrix of the form,

Ã =
[

A B
B∗ C

]
,

will designate an extension of A . For A � 0, the following assertions are equivalent,
Ã � 0 ⇔ There exists W ∈ Mk,�(C) such that AW = B and C � W ∗AW (see [10,
11, 12]).Furthermore, if A � 0 then, any extension Ã satisfying rank(Ã) = rank(A) is
necessarily positive (see [11]).

For every integer d � 1, the moment matrix Md(β ) associated to the sequence β ,
admits the following decomposition Md = (B[i, j])0�i, j�d , where

B[i, j] =

⎛⎜⎝βi+ j,0 · · · βi, j
...

...
...

β j,i · · · β0,i+ j

⎞⎟⎠ .

Suppose that the characteristic polynomials P and Q , associated to the bi-indexed
generalized Fibonacci sequence emanated from β , admit distinct roots x1, · · · ,xr and
y1, · · · ,ys (respectively). This former hypothesis permits to construct an interpolat-
ing measure for the sequence β . Indeed, consider the measure μ defined as follows
μ = ∑1�i�r, 1� j�s ρi, jδ(xi ,y j) , where the coefficients ρi, j are solution of the following
system of r× s equations,

∑
1�i�r,1� j�s

ρi, jx
n
i y

m
j = βn,m, 0 � n � r−1, 0 � m � s−1. (6)

Notice that the determinant of this system (of Vandermonde type) is nonzero, be-
cause we have ∏1�i< j�r(xi − x j) 	= 0 and ∏1�i< j�s(yi − y j) 	= 0. Consequently, the
measure μ = ∑1�i�r, 1� j�s ρi, jδ(xi,y j) , completely interpolates the sequence β . Obvi-
ously, the polynomials P and Q can be written, respectively, under the forms P(x) =
xr −a0xr−1−·· ·−ar−1 and Q(y) = ys−b0ys−1−·· ·−bs−1 . Therefore, we may show
that the moment matrix Md(β ) satisfies the following column dependence properties
Xn+1 = a0Xn + · · ·+ar−1Xn−r+1 = Xn−r+1P(X) and Ym+1 = b0Ym + · · ·+bs−1Ym−s+1

= Ym−s+1Q(Y ) , for every n � r− 1; m � s− 1. Thus, we show that the powers Xn

and Ym satisfy the r -th and s-th linear relations: Xn+1 = a0Xn + · · ·+ ar−1Xn−r+1

(for n � r−1) and Ym+1 = b0Ym + · · ·+bs−1Ym−s+1 (for m � s−1). Employing the
combinatorial expression of generalized Fibonacci sequences (see [7]), we get⎧⎪⎪⎨⎪⎪⎩

Xn = ∑r−1
k=0

(
∑k

i=0 ar−k+i−1ρ(n− i,r)
)
Xk,

and

Ym = ∑s−1
�=0

(
∑�

j=0 bs−�+ j−1φ(m− j,s)
)

Y �,

(7)
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for any n � r and m � s , where⎧⎪⎨⎪⎩
ρ(n,r) = ∑k0+2k1+...+rkr−1=n−r

(k0+...+kr−1)!
k0!k1!...kr−1! ak0

0 ak1
1 . . .akr−1

r−1 ,

and

φ(m,s) = ∑�0+2�1+...+s�s−1=m−s
(�0+...+�s−1)!
�0!�1!...�s−1!

b�0
0 b�1

1 . . .b�s−1
s−1 .

Since the roots of the polynomials P and Q are considered distinct, the expressions of
ρ(n,r) and φ(m,s) , can be expressed in terms of the roots xi (1 � i � r ) and yi (1� i �
s), under the following simpler forms ρ(n,r) = ∑r

i=1
xn−1
i

P′(xi)
and φ(m,s) = ∑s

j=1
ym−1

j
Q′(y j)

(see [7]). Therefore, we show that every column of the form XnYm with n � r or/and
m � s) , may be expressed, using formula (7), in terms of XkY � with k � r− 1 and
� � s− 1. More precisely, we have the following three situations. If n � r− 1 and
m � s , we have

XnYm =
s−1

∑
�=0

(
�

∑
j=0

bs−�+ j−1φ(m− j,s)

)
XnY �,

if n � r and m � s−1, we get

XnYm =
r−1

∑
k=0

(
k

∑
i=0

ar−k+i−1ρ(n− i,r)

)
XkYm,

and if n � r and m � s then, we obtain

XnYm =
r−1

∑
k=0

s−1

∑
�=0

Δk,�X
kY �,

where Δk,� = ∑k
i=0 ∑�

j=0 ar−k+i−1bs−�+ j−1ρ(n− i,r)φ(m − j,s) , ρ(n,r) and φ(m,s)
are given as above.

Consider the moment matrix Mr+s−2(β ) associated to the sequence β . We can
observe that Mr+s−1(β ) is a matrix extension of Mr+s−2(β ) with the same rank .
Indeed, the matrix Mr+s−1(β ) is given by,

Mr+s−1(β ) =

⎡⎢⎢⎣
Mr+s−2 B(r+ s−1)

B(r+ s−1)T C(r+ s−1)

⎤⎥⎥⎦ ,

where B(r+ s−1) = (B[i,r+ s−1])0�i�r+s−2 and C = B[r+ s−1,r+ s−1] . Clearly,
the columns of B(r + s− 1) will be denoted by Xr+s−1, · · · ,Yr+s−1 . All the previous
column, appearing in B(r + s−1) , may be expressed in terms of XaYb , with a,b ∈ N

and a+b � r+ s−2 as explained by the three cases above. In other words, the entries
of Mr+s−1(β ) are expressed in terms of those of Mr+s−2(β ) .

For every matrix extension Mr+s−2+k(β ) (with k∈N∗ ) of the matrix Mr+s−2(β ) ,
using the three cases derived from (7), it can be easily shown that the columns XaYb
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(with a,b∈ N and a+b � r+ s−1) are completely expressed in terms of the columns
1,X ,Y, · · · ,Xr+s−2, · · · ,Y r+s−1 . To sum up for all k � 1, we have rank[Mr+s−2(β )] =
rank[Mr+s−2+k(β )] . For proving our next result the following lemma is required,

LEMMA 2. [12] Let γ ≡ γ(2d) be a complex sequence, admitting an r -atomic
interpolating measure ν , with r � k+1 . If M(k)(γ) � 0 , then ν � 0 .

THEOREM 1. Let {βi, j}(i, j)∈Z2
+

be a bi-indexed generalized Fibonacci sequence,

of order (r,s) , such that its associated characteristic polynomials P and Q admit dis-
tinct roots. If Mr+s−2(β ) � 0 , then the full moment sequence β ≡ {βi, j}(i, j)∈Z2

+
has a

representing measure and rank[Mr+s−2(β )] � (r+s−1)(r+s)
2 − (r+ s−2) .

Proof. Assume that the roots of the characteristic polynomials P and Q are given
by x1, · · · ,xr and y1, · · · ,ys (respectively). Consider the truncated moment problem de-
fined by the sequence β (2(r+s−2)) . Observe that β (2(r+s−2)) is interpolated by at most
the r.s-atomic measure of the form μ = ∑1�i�r, 1� j�s ρi, jδ(xi,y j) , where the coefficients
ρi, j are solution of the system (6). On the other hand, since we have rank[Mr+s−2(β )] =
rank [Mr×s(β )] , it follows from Lemma 2 that Mr×s(β ) � 0, which implies that
μ � 0. Finally, according to the hypothesis, the measure μ is also a representing
measure of the full moment problem β ≡ {βi, j}(i, j)∈Z2

+
. �

It is known that the real βn,m (n , m � 0) is precisely the entry in the row Xn and
the column Ym , therefore based on the three previous cases, we can give the explicit
expression of the βn,m , for every n and m , in terms of the {βk,l}0�k�r,0�l�s . Indeed,
we get the following result,

THEOREM 2. Let {βi, j}(i, j)∈Z2
+

be a bi-indexed generalized Fibonacci sequence

of order (r,s) , such that its associated characteristic polynomials P and Q admit dis-
tinct roots. Then, we have⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1) βnm = 〈Xn,Ym〉 = ∑s−1
l=0

(
∑l

j=0 bs−l+ j−1φ(m− j,s)
)

βnl,

f or n � r−1 and m � s

2) βnm = 〈Xn,Ym〉 = ∑r−1
k=0

(
∑k

i=0 ar−k+i−1ρ(n− i,r)
)

βkm,

f or n � r and m � s−1

3) βnm = 〈Xn,Ym〉 = ∑r−1
k=0 ∑s−1

l=0 Δk,lβkl ,

f or n � r and m � s,

(8)

where Δk,l = ∑k
i=0 ∑l

j=0 ar−k+i−1bs−l+ j−1ρ(n− i,r)φ(m− j,s) , ρ(n,r) and φ(m,s) are
given as above.

We provide here an illustrative example, which allows us to show the application
of Expression (8).
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EXAMPLE 2. Let consider β = {βi j}i, j�0 a bi-indexed generalized Fibonacci se-
quence, whose associated characteristic polynomials are Q(y)= y2−4y+3 and P(x) =
x3−2x2−x+2. It turns out from Expression (8) that the initial data {β00,β01, β10,β11,
β20,β21} are sufficient for the determination of the explicit expression of the terms βi j .

That is, a direct calculation leads to have ρ(n,3) = −1
2 + (−1)n−1

6 +2n−2 for n � 3 and

φ(m,2) = −1
2 + 3m−1

2 , for m � 2. Assume that β00 = 1, β01 = 0, β10 = 0, β11 = 1,
β20 = 1, β21 = 0. Thence, we obtain,

1) For m � 2, we have

β0,m =
3−3m

2
, β1,m =

−1+3m

2
and β2,m =

3−3m

2

2) For n � 3, we have

βn,0 =
1
2

+
(−1)n−2

2
and βn,1 =

1
2

+
(−1)n−1

2

3) For n � 3 and m � 2, we have

βn,m =
(−3

2
+3

(−1)n−1

2

)(−1
2

+
3m−1

2

)
+
(

1
2

+
(−1)n−1

2

)(−1
2

+
3m

2

)
.

A straightforward application of Theorem 1 shows that the positivity of the matrix
M3(β ) implies that the sequence β = {βi j}i, j�0 admits a representing measure. That
is, using Expression (8) we get,

M3(β ) =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 X Y X2 XY Y 2 X3 X2Y XY 2 Y 3

1 0 0 1 1 −3 0 0 4 −12
0 1 1 0 0 4 1 1 −3 13
0 1 −3 0 4 −12 1 −3 13 −39
1 0 0 1 1 −3 0 0 4 −12
1 0 4 1 −3 13 0 4 −12 40
−3 4 −12 −3 13 −39 4 −12 40 −120
0 1 1 0 0 4 1 1 −3 13
0 1 −3 0 4 −12 1 −3 13 −39
4 −3 13 4 −12 40 −3 13 −39 121

−12 13 −39 −12 40 −120 13 −39 121 −363

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

A calculation via FreeMat permits to infer that rank(M3(β )) = 3 and its eigen-
values are −456.9186, −0.0000, −0.0000, −0.0000, −0.0000, 0.0000, 0.0000,
0.0000, 4.5121, 6.4065. Thereby, the sequence β = {βi j}i, j�0 does not admit a rep-
resenting measure.

In view of Proposition 2 and Theorem 1, we can now state and prove a result
concerning two sequences of measures {μn}n�0 and {νm}m�0 , where μn is the repre-
senting measure of the subsequence {βn, j} j�0 and νm is the representing measure of
the subsequence {βi,m}i�0 . Thus, we have the following property.

PROPOSITION 3. Let {βi, j}i, j�0 be a sequence of real numbers. Then, the two
following affirmations are equivalent,
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1. {βi, j}i, j�0 is a moment sequence, whose representing measure μ is a finitely
atomic.

2. Each of the two sequences of measures {μn}n�0 and {νm}m�0 , representing
measures of the two sequences {βn, j} j�0 and {βi,m}i�0 , for fixed n , m (respec-
tively), is a Fibonacci sequences of order r , s (respectively) such that the roots of
their characteristic polynomial are distinct. In addition, we have Mr+s−2(β )� 0.

Proof. We begin with i) ⇒ ii) . If {βi, j}i, j�0 is a moment sequence, which owns
a k -atomic representing measure μ whose atoms are {(xi,yi)}k

i=1 , then it ensues from
Proposition 2.3 that we may write βnm = ∑k

i=1 ρixn
i y

m
i with ρi � 0. By putting μn =

∑k
i=1 ρixn

i δyi and νm = ∑k
i=1 ρiδxiy

m
i , we infer that each of the two sequences of mea-

sures {μn}n�0 and {νm}m�0 , representing respectively {βn, j} j�0 and {βi,m}i�0 (n ,
m fixed), is a Fibonacci sequence of order r , s (respectively) less than k ; such that
the roots of their characteristic polynomials are distinct. In addition, it follows from
Theorem 1 that Mr+s−2(β ) � 0.

To prove ii)⇒ i) , we suppose that the sequence of measures {μn}n�0 , where μn is
a representing measure of the sequence {βn, j} j�0 , is a Fibonacci sequence of character-
istic polynomial P(x) = (x−x1) . . . (x−xr) such that xi 	= x j , for i 	= j . Similarly, sup-
pose that {νm}m�0 , where νm is the representing measure of the sequences {βi,m}i�0 ,
is a Fibonacci sequence of characteristic polynomial Q(y) = (y− y1) . . . (y− ys) such
that yi 	= y j , for i 	= j . Thereafter, for i fixed, we get βi,m =

∫
xidνm . Thus, the se-

quence {βi,m}m�0 is also a Fibonacci sequence of order s . The same reasoning, allows
us to infer that {βn, j}n�0 is a Fibonacci sequence of order r . In addition, we have
Mr+s−2(β ) � 0, it turns out from Theorem 1 that the sequence {βi, j}i, j�0 is a moment
sequence, whose representing measure μ is a finitely atomic measure. �

Proposition 3 gives an equivalent formulation of Proposition 2 in terms of se-
quences of representing measures, satisfying a recursive relation of Fibonacci type.

3. Application to the quartic moment problem

Let β = {βi, j}i, j�0 be a bi-indexed generalized Fibonacci sequence, such that the
characteristic polynomial Q(y) associated to the family of sequences {βi, j} j�0 ( i � 0
fixed) owns two distinct roots y1,y2 in R i.e Q(y) = (y− y1)(y− y2) = y2−b0y−b1 .
And assume that P(x) , the characteristic polynomial associated to the family of se-
quences {βi, j}i�0 ( j � 0 fixed), owns also two distinct roots x1,x2 in R i.e P(x) =
(x− x1)(x− x2) = x2 − a0x− a1 . It ensues from Theorem 2.6 that if M2(β ) � 0 then
β = {βi, j}i, j�0 is a moment sequence whose representing measure μ is a k -atomic
measure with k � 4. The columns of M2(β ) are labeled 1,X ,Y,X2,XY,Y 2 , we ob-
serve that the columns X2 and Y 2 are given by X2 = a0X +a11 and Y 2 = b0Y +b11.
Thus, we have rank[M2(β )] � 4.

Once rank[M2(β )] = 4, we show that the family of columns {1,X ,Y,XY} is lin-
early independent. Since 4 = rank[M2(β )] � card[supp(μ)] � 4 (see [12, Proposition
3.1 and corollary 3.7]). Therefore, we obtain card[supp(μ)] = 4.
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PROPOSITION 4. Assume that the family of columns {1,X ,Y,XY} is linearly in-
dependent. Then, we have rank[M2(β )] = 4, and M2(β ) � 0 if and only if β =
{βi, j}i, j�0 admits a representing measure owning exactly 4 atoms, with

supp(μ) = {(x1,y1),(x1,y2),(x2,y1),(x2,y2)},
where x1 , x2 and y1 , y2 are (respectively) the roots of the characteristic polynomials
P , Q of the bi-indexed generalized Fibonacci sequence β = {βi, j}i, j�0 .

If rank[M2(β )] < 4 then the family of columns {1,X ,Y,XY} is linearly depen-
dent. Thus, if M1(β ) > 0 we have rank[M2(β )] = rank[M1(β )] . Therefore, we get,

PROPOSITION 5. Assume that the family of columns {1,X ,Y,XY} is linearly de-
pendent. Then, we have M1(β ) > 0 ⇐⇒ β = {βi, j}i, j�0 admits a finitely atomic
representing measure.

Now, we will succeed in weakening the condition of [14, Theorem 3.8]. That is,
due to the fact that the sequence β = {βi, j}i, j�0 is a bi-indexed generalized Fibonacci
sequence, we show that the three cases studied by Fialkow et al. in [14] are reduced to
one studied by our approach in our Proposition 4.

In what follows, we give in details the calculations when the columns of the set
{1,X ,Y,XY} , are linearly dependent. We consider the moment matrix M2(β )

M2(β ) =

⎡⎢⎢⎢⎢⎢⎢⎣
β00 β10 β01 β20 β11 β02

β10 β20 β11 β30 β21 β12

β01 β11 β02 β21 β12 β03

β20 β30 β21 β40 β31 β22

β11 β21 β12 β31 β22 β13

β02 β12 β03 β22 β13 β04

⎤⎥⎥⎥⎥⎥⎥⎦ .

We may rewrite M2(β ) in terms of M1(β ) and the blocs B(2) and C(2) , we have

M2 =

⎡⎢⎢⎣
M1(β ) B(2)

B(2)T C(2)

⎤⎥⎥⎦ ,

where the matrices M1(β ) , B(2) and C(2) are given by,

M1(β ) =

⎡⎣β00 β10 β01

β10 β20 β11

β01 β11 β02

⎤⎦ , B(2) =

⎡⎣β20 β11 β02

β30 β21 β12

β21 β12 β03

⎤⎦ , C(2) =

⎡⎣β40 β30 β21

β31 β22 β13

β22 β13 β04

⎤⎦ .

Suppose that the family {1,X ,Y,XY} is linearly dependent. We release from the col-
umn dependence relation that there exists a,b and c in R such that⎧⎨⎩

β11 = aβ00 +bβ10 + cβ01,
β21 = aβ10 +bβ20 + cβ11,
β12 = aβ01 +bβ11 + cβ02.
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If M1(β ) > 0, we must have

⎛⎝a
b
c

⎞⎠= (M1(β ))−1

⎛⎝β11

β21

β12

⎞⎠ . Furthermore, the columns

dependence X2 = a0X + a11 and Y 2 = b0Y + b1.1 lead to infer that Ran[B(2)] ⊆
Ran[M1(β )] . Thereby, using the recursive relation emanated from the fact that β =
{βi, j}i, j�0 are considered to be a bi-indexed generalized Fibonacci sequence, we verify
that {

β31 = aβ20 +bβ30 + cβ21,
β13 = aβ02 +bβ12 + cβ03.

It is straightforward to check that the terms β22 appearing in C(2) must satisfy the
relation

β22 =

⎛⎝β11

β21

β12

⎞⎠T

M1(β )−1

⎛⎝β11

β21

β12

⎞⎠ . (9)

Now, we assume that rank[M1(β )] = 2, thus we have a column dependence relation.
Hence, there exists reals α , λ such that Y = α1+ λX . This leads to get,⎧⎨⎩

β01 = αβ00 + λ β10

β11 = αβ10 + λ β20

β02 = αβ01 + λ β11

Employing that β = {βi, j}i, j�0 is a bi-indexed generalized Fibonacci sequence and the
above relation, a straightforward computation yields,{

β11 = αβ10 + λ β20

β21 = αβ20 + λ β30

Whence, in order that the condition M1(β ) � 0 may be a sufficient condition so
that β has a representing measure, we must merely have the condition β12 = αβ11 +
λ β21 . That is, we manage to obtain XY = αX + λX2 in M2(β ) , which also leads to
rank[M2(β )] = rank[M1(β )] . We suppose now that rank[M1(β )] = 1, so there exists
two scalars h, k such that{

β10 = hβ00 , β11 = hβ01, β01 = kβ00,
β20 = hβ10 , β11 = kβ10 , β02 = kβ01.

A straightforward computation permits to get in M2(β ) the columns dependence rela-
tion

X2 = (a0h+a1).1, XY = hk.1, Y 2 = (b0k+b1).1.

Hence, it turns out that rankM1(β ) = rankM2(β ) . We summarize the preceding
discussion as follows.

PROPOSITION 6. Assume that the family of columns {1,X ,Y,XY} is linearly de-
pendent and M1(β ) � 0. Then, we have
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1. rank[M1(β )] = 3 ⇐⇒ β = {βi, j}i, j�0 is a full moment sequence satisfying the

compatibility condition (9) in other words β22 =

⎛⎝β11

β21

β12

⎞⎠T

M1(β )−1

⎛⎝β11

β21

β12

⎞⎠ .

2. rank[M1(β )] = 2, put Y = α1 + λX . Then, the sequence β = {βi, j}i, j�0 is
a full moment sequence satisfying rank[M1(β )] = rank[M2(β )] if and only if
β12 = (α + λa0)β11 + λa1β01 .

3. rank[M1(β )] = 1 ⇐⇒ β = {βi, j}i, j�0 is a full moment sequence satisfying the
following rank condition rank[M2(β )] = 1

In fact, as shown in the proof of Proposition 6 the compatibility condition (9)
is necessary for assuring the coincidence of extension β̂ = {β̂i, j}i, j�0 of the system
S = {β0,0,β1,0,β0,1,β1,1} and the β = {βi, j}i, j�0 . For reason of clarity let consider the
following particular situation.

PROPOSITION 7. Assume that the family of columns {1,X ,Y,XY} is linearly de-
pendent and consider the initial data S = {β0,0,β1,0,β0,1,β1,1} . Let β = {βi, j}i, j�0 be
the completion of S as a bi-indexed generalized Fibonacci sequence, whose charac-
teristic polynomials are P(z) = z2 − a0z− a1 and Q(z) = z2 − b0z− b1 . Let R(z) =
det[M1(β )−zI3] be the characteristic polynomial of the matrix M1(β ) and Z (R) the
set of roots of R(z) . Therefore,

1. If Z (R)⊂ [0;+∞[ , then we have M1(β ) � 0, and the conditions of Proposition
6 may assure that β = {βi, j}i, j�0 is a full moment sequence of a finite atomic
representing measure.

2. If Z (R)∩]−∞,0[= /0 , then the 2-dimensional real multisequence β = {βi, j}i, j�0

is not a full moment sequence.

Application of results of Propositions 6 and 7, allows us to formulated two algo-
rithmic process. In the first algorithm we give the process for characterizing the full
moment sequence and in the second one we consider the construction of the represent-
ing measure of the full moment sequence.

To illustrate the fallout of Propositions 5, 6, 7, we treat the following numerical
examples.

EXAMPLE 3. We consider the set S = {β00,β10,β01,β11} such that β00 = t , β10 =
a , β01 = b and β11 = c . Now we can construct β = {βi, j}i, j�0 , the completion
of S as a bi-indexed generalized Fibonacci sequence, of characteristic polynomials
P(x) = x2 −3x+1 and Q(y) = y2 −2. We obtain β20 = 3a− t , β02 = 2t and thus, we
have

M1(β ) =

⎡⎣ t a b
a α c
b c η

⎤⎦ ,
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where α = 3a−t and η = 2t . Suppose that rank[M1(β )] = 3 and the family {1,X ,Y,XY}
is linearly dependent. Then, the polynomial R(z) = det[M1(β )− zI3] is given by

R(z) = −z3 +(t + α + η)z2 +[a2 +b2 + c2− (α + η)t−αη ]z+ Λ(a,b,c,t,α,η),

where Λ(a,b,c, t,α,η) = αηt − tc2−a2η −b2α −2abc .
Following the numerical values of the initial data S = {β00,β10,β01,β11} , the set

Z (R) of the eigenvalues of M1(β ) may be a subset of [0,+∞[ or not.
That is, we have the following numerical situations.
1) For t ∈] 3

4 ; 5
2 [ and a = b = c = 1 or b∈ [− 1

4 ; 5
4 ] and t = a = c = 1 we can show

that M1(β ) > 0. Hence, it turns out that the sequence β = {βi, j}i, j�0 is a full moment
sequence.

2) For t ∈]−5; 3
4 [ and a = b = c = 1 or b ∈]−5;− 2

5 [ and t = a = c = 1 we can
establish that Z (R)∩]−∞;0[	= /0 . Therefore, the sequence β = {βi, j}i, j�0 is not a full
moment sequence.

Other numerical situations can be given.

The following example illustrate the case when rank[M1(β )] = 2.

EXAMPLE 4. Let M1(β ) =

⎡⎣1 0 0
0 1 1
0 1 1

⎤⎦ . It’s obvious that β20 = 1, β02 = 1 and

β12 = 4, and we have rank[M1(β )] = 2, where M1(β ) � 0, β12 = β21 . It follows
from the second case in Proposition 6 that β = {βi, j}i, j�0 is a full moment sequence.
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