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HYPERCYCLICITY AND WEYL TYPE

THEOREMS FOR OPERATOR MATRICES
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(Communicated by I. M. Spitkovsky)

Abstract. In this paper, we study the hypercyclicity and supercyclicity for operator matrices in
the class S consisting 2× 2 operator matrices with (1,2) -entries having closed range. Under
some conditions, we find the necessary and sufficient conditions for 2× 2 operator matrices in
the class S for which Weyl’s theorem, Browder’s theorem, a -Weyl’s theorem or a -Browder’s
theorem hold.

1. Introduction

Let H and K be complex, separable, infinite dimensional Hilbert spaces, let
L (H ,K ) denote the set of all bounded linear operators from H to K , and abbre-
viate L (H ) = L (H ,H ) . If T ∈ L (H ,K ) , we write N (T ) for the null space
of T ; R(T ) for the range of T . Since every closed subspace H1 of H is comple-
mented, H is decomposed as a direct sum of two closed subspaces H1 and H2 , that
is, H = H1 ⊕H2 . Thus, each bounded linear operator T on H can be expressed as
the 2×2 operator matrix with respect to the decomposition H1 ⊕H2 . Many authors
[2, 15, 14] have studied perturbations of various spectra of such 2×2 operator matrices.
In particular, upper triangular operator matrices have studied in a variety of directions
(for example, invertibility and perturbation of spectra, etc) by numerous authors.

An operator T ∈ L (H ) is hypercyclic if there is a vector x ∈ H such that the
orbit {Tnx : n ∈ N} is dense in H . Like the study of cyclic vectors in connection with
the invariant subspace problem, hypercyclicity of operators has been studied by numer-
ous authors, one of the reasons for this interest being the relation of hypercyclicity with
the invariant subset problem. We refer the reader to the book [3] for the main results
and problems in this area. In particular, Herrero [12] gave a spectral description of the
norm-closure of the set of hypercyclic operators. Using this spectral characterization,
Cao [7] has studied the hypercyclicity for 2×2 upper triangular operator matrices. He
has also investigated the hypercyclicity for upper triangular operator matrix by using
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the analytic core. In this paper, we explore the hypercyclicity and supercyclicity for
2×2 (not necessarily upper triangular) operator matrices and study a connection with
the (a -)Weyl’s theorem and the (a -)Browder’s theorem.

Throughout this paper, we denote by S the collection of 2×2 operator matrices

M =
(

A C
Z B

)

acting on H ⊕K where C : K → H has a closed range. We study a spectral char-
acterization of 2× 2 operator matrices in S for hypercyclicity and supercyclicity.
Under some conditions, we find the equivalent conditions for 2× 2 operator matrices
in the class S for which Weyl’s theorem, Browder’s theorem, a -Weyl’s theorem or
a -Browder’s theorem hold.

2. Preliminaries

For T ∈ L (H ) , the family {N (Tk)} forms an ascending sequence of sub-
spaces. We write α(T ) for the smallest nonnegative integer k for which N (Tk) =
N (Tk+1) holds, and call the integer α(T ) the ascent of T . If no such integer exists,
we define α(T ) = ∞ . In a similar way, the family {R(Tk)} forms a descending se-
quence. The smallest nonnegative integer k for which R(Tk) = R(Tk+1) is called the
descent of T and is denoted by β (T ) . If no such integer exists, we set β (T ) = ∞ . An
operator T ∈ L (H ) is called upper semi-Fredholm if it has closed range and finite
dimensional null space and is called lower semi-Fredholm if it has closed range and its
range has finite co-dimension. If T is either upper or lower semi-Fredholm, then T is
called semi-Fredholm, and the index of T is defined by

ind(T ) := dimN (T )−dimN (T ∗).

If both dimN (T ) and dimN (T ∗) are finite, then T is called Fredholm. An operator
T is called Weyl if it is Fredholm of index zero and Browder if it is Fredholm of finite
ascent and descent.

If T ∈ L (H ) , we write σ(T ) , σp(T ) , σa(T ), and σs(T ) for the spectrum,
the point spectrum, the approximate point spectrum, and the surjective spectrum of T ,
respectively. The left essential spectrum σle(T ) , the right essential spectrum σre(T ) ,
the essential spectrum σe(T ) , the Weyl spectrum σw(T ) , and the Browder spectrum
σb(T ) of T ∈ L (H ) are defined by

σle(T ) = {λ ∈ C : T −λ is not upper semi-Fredholm};
σre(T ) = {λ ∈ C : T −λ is not lower semi-Fredholm};
σe(T ) = {λ ∈ C : T −λ is not Fredholm};
σw(T ) = {λ ∈ C : T −λ is not Weyl};
σb(T ) = {λ ∈ C : T −λ is not Browder}.

Evidently, we have the following inclusions

σle(T )∪σre(T ) = σe(T ) ⊆ σw(T ) ⊆ σb(T ) = σe(T )∪ accσ(T ),
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where we write acc Δ for the accumulation points of Δ ⊆ C .
Let T ∈ L (H ) . If we write iso Δ = Δ \ acc Δ for the isolated points of Δ , we

write

π00(T ) := π0 f (T )∩ iso σ(T ) and p00(T ) := σ(T )\σb(T )

where π0 f (T ) = {λ ∈ C : 0 < dimN (T − λ ) < ∞} . We say that Weyl’s theorem
holds for T if σ(T ) \σw(T ) = π00(T ) , and that Browder’s theorem holds for T if
σ(T )\σw(T ) = p00(T ) . Hermann Weyl proved that Weyl’s theorem holds for hermi-
tian operators. Weyl’s theorem has been extended from hermitian operators to several
classes of operators by many authors [4, 8, 9, 10, 14].

We recall the Weyl essential approximate point spectrum σea(T ) and the Browder
essential approximate point spectrum σab(T ) given by

σea(T ) =
⋂

{σa(T +K) : K ∈ K (H )},
σab(T ) =

⋂
{σa(T +K) : TK = KT and K ∈ K (H )}

where K (H ) is the set of all compact operators on H . We put

πa
00(T ) = {λ ∈ iso σa(T ) : 0 < dimN (T −λ ) < ∞},

pa
00(T ) = σa(T )\σab(T ).

We say that a-Browder’s theorem holds for T if σa(T ) \σea(T ) = pa
00(T ) , and that

a-Weyl’s theorem holds for T if σa(T )\σea(T ) = πa
00(T ). It is well-known that

a-Weyl’s theorem =⇒ a-Browder’s theorem =⇒ Browder’s theorem,

a-Weyl’s theorem =⇒ Weyl’s theorem =⇒ Browder’s theorem.

Recall that T ∈ L (H ) is hypercyclic if there is a vector x ∈ H such that the
orbit {Tnx : n ∈ N} is dense in H . In such a case, x is called a hypercyclic vector for
T . A vector x is called supercyclic for T if its projective orbit, {λTnx : n∈ N, λ ∈ C}
is dense in H . In this case, T is called a supercyclic operator. We denote by HC(H )
(resp. SC(H ) ) the norm-closure of all hypercyclic (resp. supercyclic) operators in
L (H ) . The spectral characterizations of HC(H ) and SC(H ) have been studied by
several authors [6, 7, 12, 11].

An operator T ∈ L (H ) has the single-valued extension property at λ0 ∈ C if
for every open neighborhood U of λ0 , the only analytic function f : U → H which
satisfies the equation (T −λ ) f (λ ) = 0 is the constant function f ≡ 0 on U . The op-
erator T has the single-valued extension property if T has the single-valued extension
property at every λ0 ∈ C . The basic role of the single-valued extension property arises
in local spectral theory. Trivially, an operator T ∈ L (H ) has the single-valued exten-
sion property at every point of the resolvent ρ(T ) . By the identity theorem for analytic
function, we see that T ∈ L (H ) has the single-valued extension property at every
point of the boundary ∂σ(T ) of the spectrum. We need this property in the proof of
Theorem 3.4. We refer the book [13] for a detailed information.
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3. Main results

In this section, we explore the hypercyclicity of general 2× 2 operator matrices
and study the relation between hypercyclic operator matrices and the operator matrices
which satisfy Weyl type theorems under some conditions. The hypercyclicity (or su-
percyclicity) for 2×2 diagonal or upper triangular operator matrices have been studied
in [6, 7].

Throughout this section, we denote by S the collection of all 2× 2 operator
matrices such that the operator at (1,2)-entry has closed range, i.e.,

S =
{(

A C
Z B

)
: H ⊕K → H ⊕K | R(C) is closed

}
.

Let M =
(

A C
Z B

)
be an operator matrix in the class S . Since R(C) is closed, M has

the following matrix representation (cf. [2]);

M =

⎛
⎝A1 0 0

A2 0 C1

Z B1 B2

⎞
⎠ , (1)

which maps from H ⊕K = H ⊕N (C)⊕N (C)⊥ into H ⊕K = R(C)⊥⊕R(C)⊕
K where C1 = C|N (C)⊥ , A1 = PR(C)⊥A , A2 = PR(C)A , B1 = B|N (C) and B2 =
B|N (C)⊥ . Here, PN (C) (resp. PN (C)⊥ ) denotes the projection of K onto N (C)
(resp. N (C)⊥ ). When we consider an operator matrix M in the class S , we use the
matrix representation (1).

We first study various spectra for the operator matrices in the class S .

Let M =
(

A C
Z B

)
be in S . Since R(C) is closed, C1 is invertible. Let λ ∈ C be

given. Using the representation (1), we write M−λ as follows;

M−λ =

⎛
⎝A1−λ 0 0

A2−λ 0 C1

Z B1−λ B2 −λ

⎞
⎠

=

⎛
⎝0 I 0

0 0 I
I 0 (B2−λ )C−1

1

⎞
⎠
⎛
⎝B1−λ �λ 0

0 A1−λ 0
0 0 C1

⎞
⎠
⎛
⎝ 0 I 0

I 0 0
C−1

1 (A2−λ ) 0 I

⎞
⎠ (2)

where A1−λ =PR(C)⊥(A−λ )|H , A2−λ = PR(C)(A−λ )|H , B1−λ =(B−λ )|N (C) ,

B2 −λ = (B−λ )|N (C)⊥ and �λ = Z− (B2−λ )C−1
1 (A2 −λ ) . From now on, we use

the above matrix representation (2) for M−λ .

LEMMA 3.1. Let M be an operator matrix in S with the representation (1). Sup-
pose that σ(B1) = σa(B1) and π0 f (B1)\acc σea(B1) = /0 . If B1⊕A1 ∈HC(K ⊕H ) ,
then σw(M)∪∂D is connected for any Z ∈ L (H ,K ) .
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Proof. To prove connectedness of the set σw(M)∪ ∂D for any Z ∈ L (H ,K ) ,
we first show that σw(B1⊕A1) = σw(M) for every Z ∈ L (H ,K ) .

If λ ∈σw(B1⊕A1) , then B1−λ and A1−λ are Fredholm. We have that ind(B1−
λ )+ ind(A1 −λ ) = 0. Since we have the decomposition(

B1−λ �λ
0 A1 −λ

)
=
(

I 0
0 A1 −λ

)(
I �λ
0 I

)(
B1−λ 0

0 I

)
, (3)

the operator

(
B1−λ �λ

0 A1−λ

)
is also Fredholm. On the other hand, the operator ma-

trices ⎛
⎝0 I 0

0 0 I
I 0 (B2−λ )C−1

1

⎞
⎠ and

⎛
⎝ 0 I 0

I 0 0
C−1

1 (A2−λ ) 0 I

⎞
⎠ (4)

are invertible, so that M−λ is Fredholm. Moreover, we have that

ind(M−λ ) = ind

(
B1−λ �λ

0 A1−λ

)
= ind(B1−λ )+ ind(A1−λ ) = 0.

Hence M−λ is Weyl, which implies that σw(B1⊕A1) ⊇ σw(M) .
To prove the converse inclusion, we let λ ∈ σw(M) . Then we have that M−λ is

Fredholm and ind(M−λ ) = 0. Since C1 is invertible, it follows from (2) and (4) that
the operator (

B1 −λ �λ
0 A1−λ

)

is also Fredholm. Thus, B1 − λ is upper semi-Fredholm and A1 − λ is lower semi-
Fredholm by [15, Lemma 4]. We now show that B1 − λ is Fredholm. If B1 − λ is
injective, then λ /∈ σa(B1) . Since σ(B1) = σa(B1) , B1−λ is invertible, which implies
that B1 − λ is Fredholm. If B1 − λ is not injective, then it follows from π0 f (B1) \
acc σea(B1) = /0 that λ ∈ acc σea(B1) . However, B1−λ is upper semi-Fredholm, hence
ind(B1−λ ) > 0. This means that dimN (B∗

1−λ ) < ∞ . Hence B1−λ is Fredholm, so
that A1−λ is also Fredholm. Thus, (B1⊕A1)−λ is Fredholm. Moreover, we have that
ind(B1 ⊕A1−λ ) = 0 and λ ∈ σw(B1 ⊕A1) . Therefore we obtain that σw(B1⊕A1) =
σw(M) , which implies that σw(M)∪∂D = σw(B1 ⊕A1)∪∂D is connected. �

In [7], Cao discussed the hypercyclicity for the upper triangular operator matrices
and the diagonal operator matrices using a variant of the Weyl essential approximate
point spectrum. In the following theorem, we explore the hypercyclicity for the full
operator matrices in the class S using variants of the (Weyl essential) approximate
point spectra and the hypercyclicity of the diagonal operator matrices. Note that, in
general, σ(B1 ⊕A1) = σb(B1 ⊕A1) does not imply σ(M) = σb(M) where M has the
representation (1).

THEOREM 3.2. Let M be an operator matrix in S with the representation (1).
Suppose that σ(B1) = σa(B1) and π0 f (B1)\ acc σea(B1) = /0 .
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(i) If B1⊕A1 ∈ HC(K ⊕H ) , then M ∈ HC(H ⊕K ) .

(ii) If B1⊕A1 ∈ SC(K ⊕H ) , then M ∈ SC(H ⊕K ) .

Proof. We first show that σb(M) = σ(M) . To show this, it suffices to show
σb(M) ⊇ σ(M) . Suppose that λ ∈ σb(M) . Then M−λ is Browder. Then it follows
from (2) and (4) that (

B1 −λ �λ
0 A1−λ

)

is Fredholm with finite ascent and descent. In fact, it is known that for each positive
integer k ,

dimN (M−λ )k = dimN

((
B1−λ �λ

0 A1−λ

)k
)

.

However, dimN (M−λ ) < ∞ and M−λ has finite ascent, hence

(
B1−λ �λ

0 A1−λ

)

also has finite ascent. By the index product theorem, we get that

(
B1−λ �λ

0 A1−λ

)

is Weyl, so it follows from [1, Theorem 3.4] that

(
B1−λ �λ

0 A1−λ

)
has finite de-

scent. On the other hand, B1 − λ is upper semi-Fredholm with finite ascent. Since
π0 f (B1)\ acc σea(B1) = /0 , we have that dimN (B∗

1−λ) < ∞ . This means that B1−λ
is Browder, so that A1 − λ is also Browder. Thus, the direct sum (B1 ⊕ A1)− λ is
Browder. Since B1 ⊕A1 ∈ HC(K ⊕H ) , we have that σb(B1 ⊕A1) = σ(B1 ⊕A1) .

Thus, (B1 ⊕A1)− λ is invertible, so that

(
B1−λ �λ

0 A1−λ

)
is invertible. Since C1

is invertible, it follows from (2) that M−λ is invertible, i.e., λ /∈ σ(M) . Therefore,
σb(M) = σ(M) .

We claim that ind(M − λ ) � 0 for any λ ∈ ρe(M) and each C ∈ L (K ,H ) .
Indeed, assume the contrary, i.e., there exists λ ∈ ρe(M) with ind(M−λ ) < 0. Then it

follows from (2) that

(
B1−λ �λ

0 A1−λ

)
is semi-Fredholm with the negative index. This

implies that B1 − λ is upper semi-Fredholm, so that it is Fredholm by the preceding
argument. By [5, Theorem 2.1], A1−λ is upper semi-Fredholm, so that (B1⊕A1)−λ
is upper semi-Fredholm with

ind(B1−λ )+ ind(A1−λ ) = ind

(
B1−λ �λ

0 A1−λ

)
= ind(M−λ ) < 0.

This is a contradiction because of B1 ⊕A1 ∈ HC(K ⊕H ) .
By [12, Theorem 2.1], it follows from Lemma 3.1 and above arguments that M ∈

HC(H ⊕K ) for any Z ∈ L (H ,K ) .
(ii) If B1 ⊕A1 ∈ SC(K ⊕H ) , then the similar proof as that of (i) shows that

M ∈ SC(H ⊕K ) . �



HYPERCYCLICITY AND WEYL TYPE THEOREMS FOR OPERATOR MATRICES 327

COROLLARY 3.3. Let M be in S . Suppose that σ(B1) = σa(B1) , π0 f (B1) \
acc σea(B1) = /0 , σ(A1) = σa(A1) and π0 f (A1)\ acc σea(A1) = /0 .

(i) M ∈ HC(H ⊕K ) if and only if σ(B1⊕A1)∩∂D is connected.

(ii) M ∈ SC(H ⊕K ) if and only if σ(B1 ⊕ A1)∩ ∂ (rD) is connected for some
r � 0 .

Proof. By hypothesis, we have that σ(B1 ⊕ A1) = σw(B1 ⊕ A1) and π00(B1 ⊕
A1) = /0 . This implies that B1 ⊕A1 satisfies Weyl’s theorem. By [7, Corollary 1.2],
we get that B1⊕A1 ∈ HC(K ⊕H ) if and only if σ(B1⊕A1)∩∂D is connected, and
that B1⊕A1 ∈ SC(K ⊕H ) if and only if σ(B1 ⊕A1)∩∂ (rD) is connected for some
r � 0. By Theorem 3.2, these complete the proof. �

The following theorem gives the relations between hypercyclicity and Weyl type
theorems for 2× 2 (not necessarily upper triangular) operator matrices, which is re-
garded as the full matrix version of [7, Corollary 1.7 and 1.8]. That is, under some
condition different from that of Theorem 3.2, we discuss several necessary and suffi-
cient conditions for 2×2 operator matrices in S to hold a -Weyl’s Theorem.

THEOREM 3.4. Let M ∈ S have the matrix representation (1) such that

π0 f (A1)\ acc σea(A1) = /0. (5)

If B1 = B|N (C) ∈HC(K ) and B1 is isoloid and satisfies Weyl’s theorem, then πa
00(M)=

/0 and the followings are equivalent.

(i) π0 f (B1 ⊕A1)\ acc σea(B1 ⊕A1) = /0 ;

(ii) a-Weyl’s theorem holds for B1⊕A1 ;

(iii) a-Weyl’s theorem holds for M;

(iv) a-Browder’s theorem holds for B1⊕A1 ;

(v) a-Browder’s theorem holds for M;

(vi) π0 f (M)\ acc σea(M) = /0 .

Proof. We first claim that πa
00(M) = /0 . Indeed, assume the contrary, that is, λ ∈

πa
00(M) . Then there exists ε > 0 such that M−μ is bounded below if 0 < |λ −μ |< ε ,

so that (
B1− μ �μ

0 A1− μ

)
⊕C1

is bounded below. Since C1 is invertible, B1 − μ is bounded below. Since B1 ∈
HC(K ) and B1 satisfies Weyl’s theorem, it follows from [7, Corollary 1.2] that σa(B1)
= σ(B1) , so that B1 − μ is invertible. This implies that A1 − μ is bounded below.
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Hence, λ ∈ iso σa(B1 ⊕ A1) and λ ∈ iso σ(B1)∪ ρ(B1) . Since dimN (B1 − λ ) �
dimN (M) < ∞ and B1 is isoloid, we have that λ ∈ π00(B1)∪ρ(B1) .

Moreover, Weyl’s theorem holds for B1 and σ(B1) = σb(B1) , so that B1 −λ is
invertible. It follows from [14, Theorem2.4] that dimN (A1−λ )< ∞ . Since π0 f (A1)\
acc σea(A1) = /0 , we have that dimN (A1 −λ ) = 0. By (2) and (4), this implies that
M−λ is injective. This contradicts to the fact that 0 < dimN (M−λ ) < ∞ .

(i) ⇒ (ii) By hypothesis, we have that

π0 f (B1 ⊕A1)\ acc σea(B1⊕A1) = /0 ⊆ pa
00(B1⊕A1).

So it follows from [7, Theorem 1.4] that a -Weyl’s theorem holds for B1⊕A1 .
(ii) ⇒ (i) Assume that there exists λ0 ∈ π0 f (B1 ⊕A1) \ acc σea(B1 ⊕A1) . Then

we have that 0 < dimN (B1 ⊕ A1 − λ0) < ∞ and that there exists ε > 0 such that
B1 ⊕A1−λ is upper semi-Fredholm and ind(B1 ⊕A1−λ ) � 0 for 0 < |λ −λ0| < ε .
This means that

λ ∈ σa(B1 ⊕A1)\σea(B1 ⊕A1).

However, a -Weyl’s theorem holds for B1 ⊕A1 , so that λ ∈ iso σa(B1 ⊕A1) . Thus,
B1 ⊕A1 has the single valued extension property at λ . Since B1 ⊕A1 − λ is upper
semi-Fredholm, B1 ⊕ A1 − λ has finite ascent. This implies that both B1 − λ and
A1 − λ have finite ascent. Since B1 ∈ HC(K ) , λ is a pole of the resolvent ρ(B1)
of B1 , so that B1 − λ0 is invertible. Furthermore, A1 − λ0 is bounded below since
π0 f (A1)\ acc σea(A1) = /0 . Thus, N (B1 ⊕A1) = {0} , which is a contradiction.

(ii) ⇒ (iii) We first show that σa(M) = σea(M) . For any λ ∈ σea(M) , M−λ is
upper semi-Fredholm and ind(M−λ ) � 0. It follows from (2) and (4) that(

B1−λ �λ
0 A1−λ

)
⊕C1

is upper semi-Fredholm and ind(B1 − λ )+ ind(A1 − λ ) � 0. Since C1 is invertible,
B1⊕A1−λ is also upper semi-Fredholm and ind(B1⊕A1−λ ) � 0, i.e.,

λ ∈ σa(B1 ⊕A1)\σea(B1 ⊕A1).

Since a -Weyl’s theorem holds for B1 ⊕ A1 , we have that λ ∈ πa
00(B1 ⊕ A1) . Then

B1 ⊕A1 has the single valued extension property at λ , equivalently, B1 ⊕A1 −λ has
finite ascent because B1⊕A1−λ is upper semi-Fredholm. This implies that B1−λ and
A1−λ have finite ascent, so that ind(B1−λ ) � 0. On the other hand, B1 ∈ HC(K ) ,
so that ind(B1−λ ) � 0. Moreover, B1−λ is invertible, so that ind(A1−λ ) � 0. Since
π0 f (A1)\ acc σea(A1) = /0 , A1−λ is bounded below. However,

N

((
B1−λ �λ

0 A1−λ

))
⊆ (B1−λ )−1[�λ N (A1−λ )]⊕N (A1−λ ),

which implies that

(
B1 −λ �λ

0 A1−λ

)
is bounded below. By (2) and (4), we have that

M−λ is also bounded below, so that σa(M) = σea(M) for any Z ∈L (H ,K ) . There-
fore we have that

σa(M)\σea(M) = πa
00(M) = /0,
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which means that a -Weyl’s theorem holds for M .
(iii) ⇒ (v) Since a -Weyl’s theorem implies a -Browder’s theorem, this is clear.
(v) ⇒ (iv) If λ /∈ σab(B1 ⊕A1) , then (B1 ⊕A1)− λ I is upper semi-Fredholm

and has finite ascent. Thus, both B1 −λ and A1 −λ are upper semi-Fredholm with

finite ascent. By [6, Lemma 2.2], the operator matrix

(
B1−λ �λ

0 A1−λ

)
has finite

ascent. Since C1 is invertible, it follows from the decomposition (2) that M− λ has

finite ascent. Further, since

(
I �λ
0 I

)
is invertible, we see from the decomposition (3)

that

(
B1−λ �λ

0 A1 −λ

)
is upper semi-Fredholm and so is M . Therefore, we obtain that

λ /∈ σab(M) . Since M satisfies a -Browder’s theorem, λ ∈ σea(M) . Hence, we have
that

ind(B1−λ )+ ind(A1−λ ) � 0,

which implies that λ ∈σea(B1⊕A1) . This shows the inclusion σab(B1⊕A1)⊇σea(B1⊕
A1) . Since the reverse inclusion is obvious, a -Weyl’s theorem holds for B1⊕A1 .

(iv) ⇒ (ii) It is well known that a -Browder’s theorem holds for B1 ⊕ A1 and
π00(B1 ⊕A1) = pa

00(B1 ⊕A1) if and only if a -Weyl’s theorem holds for B1 ⊕A1 . To
show that a -Weyl’s theorem holds for B1⊕A1 , it suffices to prove that

πa
00(B1 ⊕A1) ⊆ pa

00(B1 ⊕A1).

If λ ∈ πa
00(B1 ⊕ A1) , then we have that λ ∈ iso σa(B1 ⊕A1) and 0 < dimN (B1 ⊕

A1) < ∞ . Thus, there exists ε > 0 such that (B1 ⊕ A1)− λ0 is bounded below for
0 < |λ −λ0| < ε . Hence B1−λ is bounded below for 0 < |λ −λ0| < ε .

Since B1 satisfies Weyl’s theorem and B1 ∈HC(K ) , it follows from [7, Corollary
1.2] that σa(B1) = σ(B1) , so that the operator B1 −λ is also Weyl. Since B1 has the
single valued extension property at λ , B1 − λ has finite ascent. We also have that
dimN (A1 − λ ) < ∞ . But, π0 f (A1) \ acc σea(A1) = /0 , so that dimN (A1 − λ ) = 0.
So, A1−λ has finite ascent, which implies that λ ∈ pa

00(B1⊕A1) .
It remains to prove the equivalence of (i) and (vi). To do this, we prove that (i)

implies (vi) and that (vi) implies that (iii) since (i) and (iii) are equivalent. But, the
proof of (vi) ⇒ (iii) is same as that of (i) ⇒ (ii) by [7, Theorem 1.4]. Thus, we only
show that (i) implies (vi).

(i) ⇒ (vi) Assume that (vi) is not true, i.e., there exists λ0 ∈ π0 f (M)\acc σea(M) .
Then we see that dimN (M−λ0) > 0 and there exists ε > 0 such that M−λ is upper
semi-Fredholm and ind(M−λ ) � 0 for 0 < |λ −λ0| < ε . By the decomposition (2),
B1 ⊕A1 −λ is also upper semi-Fredholm and ind(B1 ⊕A1 −λ ) � 0. Since π0 f (B1 ⊕
A1) \ acc σea(B1 ⊕A1) = /0 , B1 ⊕A1 is bounded below. Thus,

(
B1−λ �λ

0 A1−λ

)
is

bounded below and so is M−λ by the decomposition (2). Hence λ0 ∈ πa
00(M) , which

is a contradiction from πa
00(M) = /0 . �

REMARK 3.5. If M ∈ S , B1 = B|N (C) ∈ HC(K ) , and B1 satisfies Weyl’s the-
orem, then it follows from [7, Corollary 1.2] that σ(B1) = σa(B1) and π0 f (B1) \
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acc σea(B1) = /0 . Then it immediately follows from Theorem 3.2 that the following
arguments are true;

(a) If B1⊕A1 ∈ HC(K ⊕H ) , then M ∈ HC(H ⊕K ) .

(b) If B1⊕A1 ∈ SC(K ⊕H ) , then M ∈ SC(H ⊕K ) .

In this case, the condition (5) in Theorem 3.4 is not necessary for which (a) and (b)
hold.

EXAMPLE 3.6.

(1) If T is the unilateral shift on l2(N) or a one-to-one quasinilpotent operator, then
π0 f (T ) = /0 , so that the condition (5) in Theorem 3.4 trivially holds.

(2) Let an operator A on l2(N) be defined by

A(x1,x2,x3, · · ·) = (0,x2,0,x4,0,x6,0, · · ·).

We see that σ(A) = σw(A) = {0,1} , and π0 f (A) = /0 . Hence, the condition (5)
in Theorem 3.4 holds for A .

(3) We now construct a simple example satisfying the equation (5) and π0 f (T ) = /0 .
We are indebted to Professor W.Y. Lee for providing the following example. To
do this, let (Hn)n�0 be a sequence of Hilbert spaces where dimH0 < ∞ and
dimHn = ∞ for each n � 1. Set H = ⊕n�0Hn . We define a bounded linear
operator T on H by

T = IH0 ⊕
(⊕

n�1

n
n+1

IHn

)

where IHn is the identity operator on Hn (n � 1) . It is not hard to see that
π0 f (T ) = {1} and σea(T ) = { n

n+1 : n = 1,2, . . .} since (T − n
n+1 I)|Hn = 0|Hn for

n � 1. It is well known that every compact operator on an infinite dimensional
space is not bounded below. Thus, we have that(

T − n
n+1

I +K
)∣∣∣

Hn

is not bounded below for any compact operator K . Hence, π0 f (T ) = {1} =
acc σea(T ) , which implies that (5) holds.

EXAMPLE 3.7. In this example, we give an operator matrix M satisfying the as-
sumptions in Theorem 3.4, so that the a -Weyl’s theorem holds for this M .

Let U be the unilateral shift on l2(N) and let A∈L (l2(N)) (cf. [6, Remark 3.2])
be defined by

A(x1,x2,x3, · · ·) = (0,x1,0,x2,0,x3,0, · · ·).
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We denote an operator M on l2(N)⊕ l2(N) as follows;

M :=
(

A 0
Z U∗

)
for any Z ∈ L (l2(N)).

Since the zero operator has closed range, M belongs to S . Since B1 =U∗|N (0) =U∗ ,
we have that σ(B1) = σw(B1) = σa(B1) = D , so that iso σ(B1) = /0 . Thus, B1 ∈
HC(l2(N)) is isoloid and satisfies Weyl’s theorem. Since A1 = PR(0)⊥A = A , it follows
that

π0 f (A1)\ acc σea(A1) = /0.

Since π0 f (B1⊕A1)\acc σea(B1⊕A1)= /0 , it follows from Theorem 3.4 that M satisfies

a -Weyl’s theorem. Moreover, we see that B1 ⊕A1 ∈ HC(l2(N)⊕ l2(N)) . By Remark
3.5, M is also in HC(l2(N)⊕ l2(N)) .
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