# 2-LOCAL *-LIE AUTOMORPHISMS OF SEMI-FINITE FACTORS 

Xiaochun Fang, Xingpeng Zhao* and Bing Yang

(Communicated by P. Šemrl)


#### Abstract

Let $\mathscr{M}$ be a semi-finite von Neumann algebra factor on a complex Hilbert space $H$ with dimension greater than 3 . Then every surjective 2-local $*$-Lie automorphism $\Phi$ of $\mathscr{M}$ is of the form $\Phi=\Psi+\tau$, where $\Psi$ is a $*$-automorphism or the negative of a $*$-anti-automorphism of $\mathscr{M}$, and $\tau$ is a mapping from $\mathscr{M}$ into $\mathbb{C} I$ vanishing on every sum of commutators.


## 1. Introduction and preliminaries

Let $\mathscr{A}$ be an algebra over the complex field $\mathbb{C}$. Recall that a linear map $\theta$ on $\mathscr{A}$ is called a local isomorphism (respectively, local derivation) if for each $A \in \mathscr{A}$, there exists an isomorphism (respectively, a derivation) $\theta_{A}$, depending on $A$, such that $\theta(A)=\theta_{A}(A)$. The local map problem was initiated by Kadison [1] and Larson and Sourour [2] in 1990. In the past decades, the study of local maps has attracted much attention of scholars. There exists a vast literature on local isomorphisms and local derivations. Some results on them are contained in [3, 4, 5, 6, 7, 8].

In 1997, Šemrl [9] introduced the notion of 2-local maps. Recall that a (nonnecessarily linear) map $\theta$ on an algebra $\mathscr{A}$ is called a 2-local isomorphism (respectively, 2-local derivation) if for any $A, B \in \mathscr{A}$, there exists an isomorphism (respectively, a derivation) $\theta_{A, B}$, depending on $A$ and $B$, such that $\theta(A)=\theta_{A, B}(A)$ and $\theta(B)=\theta_{A, B}(B)$. Recently, 2-local maps have been studied on different operator algebras by many authors. In [9], Šemrl studied 2-local isomorphisms and 2-local derivations on the algebra of all bounded linear operators on an infinite dimensional separable Hilbert space. Ayupov and Kudaybergenov [10] studied 2-local derivations and automorphisms on $B(H)$ and in [11] they described 2-local derivations on von Neumann algebras. We can refer to [12, 13, 14, 15, 16] for more about 2-local maps.

Let $\mathscr{A}$ and $\mathscr{B}$ be Banach $*$-algebras. Recall that a (non-necessarily linear) bijection $\phi: \mathscr{A} \rightarrow \mathscr{B}$ is called a Lie $*$-isomorphism if $\phi([A, B])=[\phi(A), \phi(B)], \phi\left(A^{*}\right)=$ $\phi(A)^{*}$ and called a $*$-Lie isomorphism if $\phi\left(\left[A, B^{*}\right]\right)=\left[\phi(A), \phi(B)^{*}\right]$ for $A, B \in \mathscr{A}$, where $[A, B]=A B-B A$ is the usual Lie product of $A$ and $B$. Contrary to Lie *isomorphisms, a $*$-Lie isomorphism need not preserve Lie products nor involution. A *-Lie isomorphism is more general and complicated than a Lie $*$-isomorphism. Therefore, in the process of dealing with details of a $*$-Lie isomorphism, we need more skills

[^0]and tools. Recently, Bai and $\operatorname{Du}[17,18]$ studied the nonlinear $*$-Lie isomorphism. Let $\mathscr{M}$ and $\mathscr{N}$ be von Neumann algebra factors on a complex Hilbert space $H$ with dimension greater than 3. Bai and Du [17] proved that if $\phi: \mathscr{M} \rightarrow \mathscr{N}$ is a non-linear $*$-Lie isomorphism, then $\phi$ is of the form $\sigma+\tau$, where $\sigma$ is a linear $*$-isomorphism, or a conjugate linear $*$-isomorphism, or the negative of a linear $*$-isomorphism, or the negative of a conjugate linear $*$-isomorphism of $\mathscr{M}$ onto $\mathscr{N}$ and $\tau$ is a mapping from $\mathscr{M}$ into $\mathbb{C} I$ vanishing on every commutator. Li and $\mathrm{Lu}[19]$ studied 2-local $*$-Lie isomorphisms. Recall that a map $\phi$ on an operator algebra $\mathscr{A}$ is called a 2-local $*$-Lie isomorphism if for each $A, B \in \mathscr{A}$, there exists a linear $*$-Lie isomorphism $\phi_{A, B}$ on $\mathscr{A}$ such that $\phi(A)=\phi_{A, B}(A)$ and $\phi(B)=\phi_{A, B}(B)$. Let $H$ be a complex Hilbert space of dimension greater than $3 . \mathrm{Li}$ and Lu [19] proved that every surjective 2-local $*$-Lie isomorphism $\Phi$ of $B(H)$ has the form $\Phi=\Psi+\tau$, where $\Psi$ is a $*$-isomorphism or the negative of a $*$-anti-isomorphism of $B(H)$ and $\tau$ is a homogeneous map from $B(H)$ into $\mathbb{C} I$ vanishing on every sum of commutators.

In this paper, we generalize the result of Li and Lu to semi-finite von Neumann algebra factors on a complex Hilbert space $H$ with dimension greater than 3. The main result in the paper reads as follows. Let $\mathscr{M}$ be a semi-finite von Neumann algebra factor on a complex Hilbert space $H$ with dimension greater than 3. Then every surjective 2-local $*$-Lie automorphism $\Phi$ of $\mathscr{M}$ is of the form $\Phi=\Psi+\tau$, where $\Psi$ is a *-automorphism or the negative of a $*$-anti-automorphism of $\mathscr{M}$, and $\tau$ is a homogeneous mapping from $\mathscr{M}$ into $\mathbb{C} I$ vanishing on every sum of commutators.

Throughout the paper, let $\mathscr{M}_{\tau}$ be the set of all elements $A \in \mathscr{M}$ such that $\tau(|A|)<$ $\infty$. Then $\mathscr{M}_{\tau}$ is a $*$-algebra, and moreover, $\mathscr{M}_{\tau}$ is a two-sided ideal of $\mathscr{M}$. Suppose that $P$ is an arbitrary projection in $\mathscr{M}$, then we set $P^{\perp}=I-P$.

## 2. Main results

In this section, we characterize surjective 2-local $*$-Lie automorphisms on semifinite von Neumann algebra factors on a complex Hilbert space with dimension greater than 3. For this, we need some lemmata as follows.

Let $\mathscr{M}$ be a von Neumann algebra and let $\Phi: \mathscr{M} \rightarrow \mathscr{M}$ be a 2 -local $*$-Lie automorphism. For $A, B \in \mathscr{M}$, the symbol $\Phi_{A, B}$ stands for a $*$-Lie automorphism of $\mathscr{M}$ satisfying $\Phi(A)=\Phi_{A, B}(A)$ and $\Phi(B)=\Phi_{A, B}(B)$.

Lemma 2.1. Let $\mathscr{M}$ be a von Neumann algebra factor and let $\Phi: \mathscr{M} \rightarrow \mathscr{M}$ be a surjective 2-local $*$-Lie automorphism. Then
(1) $\Phi$ is homogeneous and injective;
(2) $\Phi^{-1}$ is also a 2-local *-Lie automorphism;
(3) $\Phi(0)=0$ and $\Phi(\mathbb{C} I)=\mathbb{C} I$.

Proof.
(1) Let $\lambda \in \mathbb{C}$ and $A \in \mathscr{M}$. Then we have

$$
\Phi(\lambda A)=\Phi_{A, \lambda A}(\lambda A)=\lambda \Phi_{A, \lambda A}(A)=\lambda \Phi(A)
$$

Hence $\Phi$ is homogeneous.
If $\Phi(A)=\Phi(B)$, then $\Phi_{A, B}(A)=\Phi_{A, B}(B)$ and so $A=B$. Hence $\Phi$ is injective.
(2) For any $C, D \in \mathscr{M}$, there exist $A, B \in \mathscr{M}$ such that $\Phi(A)=C$ and $\Phi(B)=D$. Then there is a $*$-Lie automorphism $\Phi_{A, B}(A): \mathscr{M} \rightarrow \mathscr{M}$ such that $C=\Phi(A)=$ $\Phi_{A, B}(A)$ and $D=\Phi(B)=\Phi_{A, B}(B)$. By (1), $A=\Phi^{-1}(C)=\Phi_{A, B}^{-1}(C)$ and $B=$ $\Phi^{-1}(D)=\Phi_{A, B}^{-1}(D)$. Notice that $\Phi_{A, B}^{-1}$ is also a $*$-Lie automorphism of $\mathscr{M}$. Hence $\Phi^{-1}$ is a 2-local $*$-Lie automorphism.
(3) By the homogeneity of $\Phi$, it is clear that $\Phi(0)=0$. Let $\lambda \in \mathbb{C}$ and any $A \in \mathscr{M}$, we have

$$
\left[\Phi(A), \Phi(\lambda I)^{*}\right]=\left[\Phi_{\lambda I, A}(A), \Phi_{\lambda I, A}(\lambda I)^{*}\right]=\Phi_{\lambda I, A}([A, \bar{\lambda} I])=0 .
$$

Since $\Phi$ is surjective, it follows that $\Phi(\lambda I)^{*} C=C \Phi(\lambda I)^{*}$ for any $C \in \mathscr{M}$. Hence $\Phi(\lambda I) \in \mathbb{C} I$, which implies $\Phi(\mathbb{C} I) \subseteq \mathbb{C} I$. Notice that $\Phi^{-1}$ is also a surjective 2-local $*$-Lie automorphism. Thus, $\Phi^{-1}(\mathbb{C} I) \subseteq \mathbb{C} I$. Hence $\Phi(\mathbb{C} I)=$ $\mathbb{C}$.

Lemma 2.2. [20, Theorem 6] Let $\mathscr{M}$ be a von Neumann algebra and $T \in \mathscr{M}$. Then $T=P+\lambda I$ for some idempotent $P \in \mathscr{M}$ and $\lambda \in \mathbb{C}$, if and only if

$$
[[[X, T], T], T]=[X, T]
$$

for every $X \in \mathscr{M}$.
Lemma 2.3. [17, Main theorem] Let $\mathscr{M}, \mathscr{N}$ be von Neumann algebra factors on a complex Hilbert space $H$ with dimension greater than 3. If $\Phi: \mathscr{M} \rightarrow \mathscr{N}$ is a linear *-Lie isomorphism, then $\Phi$ is of the form $\Phi=\sigma+\tau$, where $\sigma$ is a linear *isomorphism or the negative of a linear $*$-anti-isomorphism, and $\tau$ is a linear map from $\mathscr{M}$ into $\mathbb{C} I$ which maps commutators to zero.

Lemma 2.4. [21, Proposition 8.5 .3 and Theorem 8.5.7] Suppose that $\mathscr{M}$ is a von Neumann algebra factor which is not type III, then there is a faithful normal semi-finite tracial weight $\rho$ on $\mathscr{M}$ and every such weight is a positive scalar multiple of $\rho$. In particular, if $\mathscr{M}$ is a finite von Neumann algebra factor, then there is a unique state $\rho_{0}$ on $\mathscr{M}$ and $\rho_{0}$ is faithful and normal.

Lemma 2.5. Let $\mathscr{M}$ be a semi-finite von Neumann algebra factor with a faithful normal semi-finite trace $\tau$ and let $\Phi$ be a 2 -local $*$-Lie automorphism of $\mathscr{M}$. Then for any $A \in \mathscr{M}$ and $B=P X P^{\perp}$, where $X \in \mathscr{M}_{\tau}$ and $P$ is an arbitrary projection in $\mathscr{M}$, there exists $\lambda>0$ such that $\tau(\Phi(A) \Phi(B))=\lambda \tau(A B)$. In particular, if $\mathscr{M}$ is a finite von Neumann algebra factor, then $\tau(\Phi(A) \Phi(B))=\tau(A B)$. Similarly, $\Phi^{-1}$ satisfies the same conclusion.

Proof. For $A, B$ above, there exists a $*$-Lie automorphism $\Phi_{A, B}$ of $\mathscr{M}$ such that $\Phi(A)=\Phi_{A, B}(A)$ and $\Phi(B)=\Phi_{A, B}(B)$. Noticing that $B \in \mathscr{M}_{\tau}$ is a commutator, by Lemma 2.3, there exist a linear $*$-automorphism or the negative of a linear $*$-antiautomorphism $\pi_{A, B}$, and $\lambda \in \mathbb{C}$ such that $\Phi_{A, B}(A)=\pi_{A, B}(A)+\lambda I$ and $\Phi_{A, B}(B)=$ $\pi_{A, B}(B)$.

Here, we claim that $\Phi(B), \Phi_{A, B}(B), \pi_{A, B}(B) \in \mathscr{M}_{\tau}$.
Indeed, either $\phi$ a $*$-automorphism or a $*$-anti automorphism, $\tau(\phi(\cdot))$ is a faithful normal semi-finite trace of $\mathscr{M}$. By Lemma 2.4, there exists $\lambda_{0}>0$ such that $\tau(\phi(\cdot))=\lambda_{0} \tau(\cdot)$. Notice that $B \in \mathscr{M}_{\tau}$. Hence $\tau(\phi(B))=\lambda_{0} \tau(B)<\infty$ and then $\phi(B) \in$ $\mathscr{M}_{\tau}$. Thus, if $\pi_{A, B}$ is a linear $*$-automorphism, then $\tau(\Phi(B))=\tau\left(\pi_{A, B}(B)\right)<\infty$; if $\pi_{A, B}$ is the negative of a linear $*$-anti-automorphism, then $\tau(\Phi(B))=\tau\left(\Phi_{A, B}(B)\right)=$ $\tau\left(\pi_{A, B}(B)\right)=-\tau\left(-\pi_{A, B}(B)\right)<\infty$, which implies that $\Phi(B), \Phi_{A, B}(B), \pi_{A, B}(B) \in \mathscr{M}_{\tau}$.

Since $\mathscr{M}_{\tau}$ is a two-sided ideal of $\mathscr{M}$, there exists $\lambda \in \mathbb{C}$ such that

$$
\begin{aligned}
\tau(\Phi(A) \Phi(B)) & =\tau\left(\Phi_{A, B}(A) \Phi_{A, B}(B)\right)=\tau\left(\left(\pi_{A, B}(A)+\lambda I\right) \pi_{A, B}(B)\right) \\
& =\tau\left(\pi_{A, B}(A+\lambda I) \pi_{A, B}(B)\right)
\end{aligned}
$$

where $\pi_{A, B}$ is either a linear $*$-automorphism or the negative of a linear $*$-anti--automorphism. So we shall discuss the equality by two cases.
Case 1. If $\pi_{A, B}$ is a linear $*$-automorphism, then $\tau(\Phi(A) \Phi(B))=\tau\left(\pi_{A, B}((A+\lambda I) B)\right)$. Notice that $\tau\left(\pi_{A, B}(\cdot)\right)$ is a faithful normal semi-finite trace of $\mathscr{M}$.
Case 2. If $\pi_{A, B}$ is the negative of a linear $*$-anti-automorphism, then $\tau(\Phi(A) \Phi(B))$ $=\tau\left(-\pi_{A, B}(B(A+\lambda I))\right)$. Notice that $\tau\left(-\pi_{A, B}(\cdot)\right)$ is a faithful normal semi-finite trace of $\mathscr{M}$.

Hence, by Lemma 2.4, either Case 1 or Case 2, there exists $\lambda>0$ such that $\tau(\Phi(A) \Phi(B))=\lambda \tau(((A+\lambda I) B))=\lambda \tau(A B)$. In particular, if $\mathscr{M}$ is a finite factor, then $\lambda=1$. It follows that $\tau(\Phi(A) \Phi(B))=\tau(A B)$.

Lemma 2.6. Let $\mathscr{M}$ be a von Neumann algebra factor and $x \in \mathscr{M}$. Suppose that $Q$ is a fixed projection in $\mathscr{M}$. If $Q_{1} Q x Q=Q x Q Q_{1}$ for any $Q_{1} \in \mathscr{P}(\mathscr{M})$ with $Q_{1}<Q$, then $Q x Q \in \mathbb{C} Q$.

Proof. We observe that $Q \mathscr{M} Q$ is also a von Neumann algebra with unit $Q$ and $Q x Q \in Q \mathscr{M} Q$. By $Q_{1} Q x Q=Q x Q Q_{1}$, for any projection $Q_{1}<Q$, we can get that $Q x Q$ commutes with all projections in $Q \mathscr{M} Q$. Since the linear span of all projections of $Q \mathscr{M} Q$ is norm dense in $Q \mathscr{M} Q$, it follows that $Q x Q$ is in the center of $Q \mathscr{M} Q$. Noticing that $\mathscr{M}$ is a factor, it follows that the center of $Q \mathscr{M} Q$ is $\mathbb{C} Q$. Hence $Q x Q \in \mathbb{C} Q$.

Our main result reads as follows.

THEOREM 2.7. Let $\mathscr{M}$ be a semi-finite von Neumann algebra factor on a complex Hilbert space $H$ with dimension greater than 3. Then every surjective 2-local $*$ Lie automorphism $\Phi$ of $\mathscr{M}$ is of the form $\Phi=\Psi+\tau$, where $\Psi$ is $a *$-automorphism or the negative of $a *$-anti-automorphism of $\mathscr{M}$, and $\tau$ is a homogeneous map from $\mathscr{M}$ into $\mathbb{C} I$ vanishing on every sum of commutators.

We will prove the theorem by checking several claims as follows.
Claim 1. Let $\mathscr{M}$ be a semi-finite von Neumann algebra factor. Suppose that $\Phi: \mathscr{M} \rightarrow \mathscr{M}$ is a surjective 2-local $*$-Lie automorphism. Then $\Phi(A+C)-\Phi(A)-$ $\Phi(C) \in \mathbb{C} I$ for any $A, C \in \mathscr{M}$. Similarly, $\Phi^{-1}$ satisfies the same conclusion.

Let $\tau$ be a faithful normal semi-finite trace on $\mathscr{M}$. Suppose that $A, C \in \mathscr{M}$ and $B=P X P^{\perp}$, where $X \in \mathscr{M}_{\tau}$ and $P$ is an arbitrary projection in $\mathscr{M}$. Now we claim that

$$
\tau(\Phi(A+C) \Phi(B))=\tau((\Phi(A)+\Phi(C)) \Phi(B))
$$

It is obvious for $B=0$. So we need to prove the case $B \neq 0$. Notice that $B$ is a commutator. For $A+C, B \in \mathscr{M}$, by Lemma 2.3, there exist a $*$ - automorphism or the negative of a $*$-anti-automorphism $\pi_{A+C, B}$ and $\lambda \in \mathbb{C}$ such that $\Phi(A+C)=$ $\pi_{A+C, B}(A+C)+\lambda I$ and $\Phi(B)=\pi_{A+C, B}(B)$. We only prove the case in which $\pi_{A+C, B}(\cdot)$ is a linear $*$-automorphism. The case in which $\pi_{A+C, B}(\cdot)$ is the negative of a linear $*$ -anti-automorphism is similar (we refer to the proof of Lemma 2.5).

We know from the proof of Lemma 2.5 that $\tau\left(\pi_{A+C, B}(\cdot)\right)$ is also a faithful normal semi-finite trace on $\mathscr{M}$ and $\Phi(B), \Phi_{A+C, B}(B), \pi_{A+C, B}(B) \in \mathscr{M}_{\tau}$. Notice that $\mathscr{M}_{\tau}$ is a two-sided ideal of $\mathscr{M}$. By Lemma 2.4 and Lemma 2.5, there exist $\lambda^{(1)}, \lambda^{(2)}, \lambda^{(3)}>0$ such that $\tau\left(\pi_{A+C, B}(\cdot)\right)=\lambda^{(1)} \tau(\cdot), \tau(\Phi(A) \Phi(B))=\lambda^{(2)} \tau(A B)$ and $\tau(\Phi(C) \Phi(B))=$ $\lambda^{(3)} \tau(C B)$. It follows that

$$
\begin{aligned}
\tau(\Phi(A+C) \Phi(B)) & =\tau\left(\Phi_{A+C, B}(A+C) \Phi_{A+C, B}(B)\right)=\tau\left(\left(\pi_{A+C, B}(A+C)+\lambda I\right) \pi_{A+C, B}(B)\right) \\
& =\tau\left(\pi_{A+C, B}((A+C+\lambda I) B)\right)=\lambda^{(1)} \tau((A+C+\lambda I) B) \\
& =\lambda^{(1)} \tau((A+C) B)=\lambda^{(1)} \tau(A B)+\lambda^{(1)} \tau(C B) \\
& =\frac{\lambda^{(1)}}{\lambda^{(2)}} \tau(\Phi(A) \Phi(B))+\frac{\lambda^{(1)}}{\lambda^{(3)}} \tau(\Phi(C) \Phi(B)) .
\end{aligned}
$$

For $B=P X P^{\perp} \neq 0$, where $X \in \mathscr{M}_{\tau}$, we claim that $\lambda^{(1)}=\lambda^{(2)}=\lambda^{(3)}$.
Indeed, for any $X_{1}, X_{2} \in \mathscr{M}$ and $B=P X P^{\perp} \neq 0$, where $X \in \mathscr{M}_{\tau}$, observing that $B$ is a commutator, then $\Phi(B)=\Phi_{B, X_{1}}(B)=\pi_{B, X_{1}}(B)$ and $\Phi(B)=\Phi_{B, X_{2}}(B)=\pi_{B, X_{2}}(B)$ by Lemma 2.3, where $\pi_{B, X_{1}}$ is either a linear $*$-automorphism or the negative of a linear *-anti-automorphism and so is $\pi_{B, X_{2}}$. Thus $\pi_{B, X_{1}}(B)=\pi_{B, X_{2}}(B)$, and $\pi_{B, X_{1}}\left(B^{*}\right)=$ $\pi_{B, X_{2}}\left(B^{*}\right)$. In the following, we will deal with the problem in four cases.

Case 1. If $\pi_{B, X_{1}}, \pi_{B, X_{2}}$ are both linear $*$-automorphisms, then we have $\pi_{B, X_{1}}(B$ $\left.B^{*}\right)=\pi_{B, X_{2}}\left(B B^{*}\right)$. Notice that $\tau\left(\pi_{B, X_{1}}(\cdot)\right), \tau\left(\pi_{B, X_{2}}(\cdot)\right)$ are both faithful normal semifinite traces of $\mathscr{M}$.

Case 2. If $\pi_{B, X_{1}}, \pi_{B, X_{2}}$ are both the negative of linear $*$-automorphisms, then we have $-\pi_{B, X_{1}}\left(B B^{*}\right)=-\pi_{B, X_{2}}\left(B B^{*}\right)$. Notice that $\tau\left(-\pi_{B, X_{1}}(\cdot)\right), \tau\left(-\pi_{B, X_{2}}(\cdot)\right)$ are both faithful normal semi-finite traces of $\mathscr{M}$.

Case 3. If $\pi_{B, X_{1}}$ is a linear $*$-automorphism and $\pi_{B, X_{2}}$ is the negative of a linear *-automorphism, then we have $\pi_{B, X_{1}}\left(B^{*} B\right)=-\pi_{B, X_{2}}\left(B B^{*}\right)$. Notice that $\tau\left(\pi_{B, X_{1}}(\cdot)\right)$, $\tau\left(-\pi_{B, X_{2}}(\cdot)\right)$ are both faithful normal semi-finite traces of $\mathscr{M}$.

Case 4. If $\pi_{B, X_{1}}$ is the negative of a linear $*$-automorphism and $\pi_{B, X_{2}}$ is a linear $*$-automorphism, then we have $-\pi_{B, X_{1}}\left(B^{*} B\right)=\pi_{B, X_{2}}\left(B B^{*}\right)$. Notice that $\tau\left(-\pi_{B, X_{1}}(\cdot)\right)$, $\tau\left(\pi_{B, X_{2}}(\cdot)\right)$ are both faithful normal semi-finite traces of $\mathscr{M}$.

We only discuss Case 1, and the rest cases are similar.
Notice that $\pi_{B, X_{1}}\left(B B^{*}\right), \pi_{B, X_{2}}\left(B B^{*}\right) \in \mathscr{M}_{\tau}$ from the proof of Lemma 2.5. It follows that $\tau\left(\pi_{B, X_{1}}\left(B B^{*}\right)\right)=\tau\left(\pi_{B, X_{2}}\left(B B^{*}\right)\right)$. Moreover, by Lemma 2.4, there exist $\lambda^{\prime}, \lambda^{\prime \prime}$ such that $\tau\left(\pi_{B, X_{1}}\left(B B^{*}\right)\right)=\lambda^{\prime} \tau\left(B B^{*}\right)$, and $\tau\left(\pi_{B, X_{2}}\left(B B^{*}\right)\right)=\lambda^{\prime \prime} \tau\left(B B^{*}\right)$. Hence $\lambda^{\prime} \tau\left(B B^{*}\right)=\lambda^{\prime \prime} \tau\left(B B^{*}\right)$. Noticing $B \neq 0$, we get $\lambda^{\prime}=\lambda^{\prime \prime}$. Then it follows that $\lambda^{(1)}=$ $\lambda^{(2)}=\lambda^{(3)}$. Thus,

$$
\tau(\Phi(A+C) \Phi(B))=\tau(\Phi(A) \Phi(B))+\tau(\Phi(C) \Phi(B))=\tau((\Phi(A)+\Phi(C)) \Phi(B))
$$

and then

$$
\tau((\Phi(A+C)-\Phi(A)-\Phi(C)) \Phi(B))=0
$$

for any $A, C \in \mathscr{M}$ and $B=P X P^{\perp}$, where $X \in \mathscr{M}_{\tau}$ and $P$ is an arbitrary projection in $\mathscr{M}$. By Lemma 2.5,

$$
0=\tau((\Phi(A+C)-\Phi(A)-\Phi(C)) \Phi(B))=\lambda \tau\left(\Phi^{-1}(\Phi(A+C)-\Phi(A)-\Phi(C)) B\right)
$$

for some $\lambda>0$. It follows that

$$
\tau\left(\Phi^{-1}(\Phi(A+C)-\Phi(A)-\Phi(C)) B\right)=0
$$

Let $Y=\Phi^{-1}(\Phi(A+C)-\Phi(A)-\Phi(C))$, then $\tau\left(Y P X P^{\perp}\right)=0$. It follows that

$$
\tau\left(P^{\perp} Y P X P^{\perp}\right)=0 .
$$

Now take a monotone net $\left\{P_{\alpha}\right\}$ of projections in $\mathscr{M}$ with $\tau\left(P_{\alpha}\right)<\infty$ which converges strongly to $I$. Since $\mathscr{M}_{\tau}$ is an ideal and $P_{\alpha} \subseteq \mathscr{M}_{\tau}$, the elements $P_{\alpha} P Y^{*}$ also belong to $\mathscr{M}_{\tau}$. Hence, we obtain

$$
\tau\left(P^{\perp} Y P P_{\alpha}\left(P^{\perp} Y P\right)^{*}\right)=0
$$

As $\tau$ is normal, $\tau\left(P^{\perp} Y P P_{\alpha}\left(P^{\perp} Y P\right)^{*}\right) \rightarrow \tau\left(P^{\perp} Y P\left(P^{\perp} Y P\right)^{*}\right)$, which implies

$$
\tau\left(P^{\perp} Y P\left(P^{\perp} Y P\right)^{*}\right)=0
$$

Since $\tau$ is faithful, $P^{\perp} Y P=0$. By the arbitrariness of $P$, we also have $P Y P^{\perp}=0$. The above two equations lead to $P Y=Y P$. As the linear span of all projections of $\mathscr{M}$ is norm dense in $\mathscr{M}$, it follows that $A Y=Y A$ for all $A \in \mathscr{M}$, that is, $Y$ is in the center of $\mathscr{M}$. Noticing that $\mathscr{M}$ is a factor, we have $Y \in \mathbb{C} I$. Hence $\Phi^{-1}(\Phi(A+C)-\Phi(A)-$ $\Phi(C)) \in \mathbb{C} I$. By Lemma 2.1, we get $\Phi(A+C)-\Phi(A)-\Phi(C) \in \mathbb{C} I$.

Claim 2. Let $\mathscr{M}$ be a von Neumann algebra factor. Suppose that $\Phi: \mathscr{M} \rightarrow \mathscr{M}$ is a surjective 2-local $*$-Lie automorphism. If $E \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$, then $\Phi(E)=F+\lambda_{E} I$, where $\lambda_{E} \in \mathbb{C}$ and $F \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$. Moreover, the projection $F$ and the scalar $\lambda_{E}$ are unique. Similarly, $\Phi^{-1}$ satisfies the same conclusion.

Let $E \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$. Since $[[[T, E], E], E]=[T, E]$ for all $T \in \mathscr{M}$, then

$$
\left[\left[\left[\Phi_{T, E}(T), \Phi_{T, E}(E)^{*}\right], \Phi_{T, E}(E)^{*}\right], \Phi_{T, E}(E)^{*}\right]=\left[\Phi_{T, E}(T), \Phi_{T, E}(E)^{*}\right],
$$

and thus

$$
\left[\left[\left[\Phi(T), \Phi(E)^{*}\right], \Phi(E)^{*}\right], \Phi(E)^{*}\right]=\left[\Phi(T), \Phi(E)^{*}\right]
$$

Noticing that $\Phi$ is surjective, it follows that

$$
\left[\left[\left[S, \Phi(E)^{*}\right], \Phi(E)^{*}\right], \Phi(E)^{*}\right]=\left[S, \Phi(E)^{*}\right]
$$

for all $S \in \mathscr{M}$. By Lemma 2.2, we have

$$
\Phi(E)^{*}=F+\mu_{E} I,
$$

where $F$ is an idempotent in $\mathscr{M}$ and $\mu_{E} \in \mathbb{C}$. Morever,

$$
\begin{equation*}
0=\Phi_{E, E}([E, E])=\left[\Phi_{E, E}(E), \Phi_{E, E}(E)^{*}\right]=\left[\Phi(E), \Phi(E)^{*}\right]=\left[F, F^{*}\right] \tag{2.1}
\end{equation*}
$$

which implies that $F$ is normal. Thus $F=F^{*}$ and then $F \in \mathscr{P}(\mathscr{M})$. We claim that $F \neq 0$ or $I$. Otherwise, $\Phi(E)=\lambda_{E} I$ or $\left(\lambda_{E}+1\right) I$ for some $\lambda_{E} \in \mathbb{C}$. Then by Lemma 2.1, we have $E=0$ or $I$, which is a contradiction. Next we prove that $F$ and $\lambda_{E}$ are unique. Suppose that $\Phi(E)=F+\lambda_{E} I=F^{\prime}+\lambda_{E}^{\prime} I$, where $F^{\prime}$ is also a projection and $\lambda_{E}^{\prime} \in \mathbb{C}$. Then $F=F^{\prime}+\left(\lambda_{E}^{\prime}-\lambda_{E}\right) I$. Thus $\sigma(F)=\{0,1\}=\sigma\left(F^{\prime}+\left(\lambda_{E}^{\prime}-\lambda_{E}\right) I\right)=$ $\left\{\lambda_{E}^{\prime}-\lambda_{E}, \lambda_{E}^{\prime}-\lambda_{E}+1\right\}$. Hence $\lambda_{E}^{\prime}=\lambda_{E}$ and $F=F^{\prime}$.

By Claim 2, we can define a map $\hat{\Phi}: \mathscr{P}(\mathscr{M}) \backslash\{0, I\} \rightarrow \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ by $\hat{\Phi}(E)=\Phi(E)-\lambda_{E} I$.

Claim 3. $\hat{\Phi}$ is bijective and $\widehat{\Phi^{-1}}=\hat{\Phi}^{-1}$.
First, we prove that $\hat{\Phi}$ is bijective.
Let $E, F \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$, then $\hat{\Phi}(E)=\Phi(E)-\lambda_{E} I$ and $\hat{\Phi}(F)=\Phi(F)-\lambda_{F} I$. If $\hat{\Phi}(E)=\hat{\Phi}(F)$, then $\Phi(E)-\Phi(F) \in \mathbb{C} I$. By Claim $1, \Phi(E-F) \in \mathbb{C} I$, which implies $E-F \in \mathbb{C} I$ by Lemma 2.1. Then $E=F+\mu I$, and $\sigma(E)=\{0,1\}=\sigma(F+\mu I)=$ $\{\mu, 1+\mu\}$ for some $\mu \in \mathbb{C}$. Hence $\mu=0$ and then $E=F$, which implies that $\hat{\Phi}$ is injective.

For any $F \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$, by Claim $2, \Phi^{-1}(F)=E+\lambda_{F} I$, where $E \in \mathscr{P}(\mathscr{M}) \backslash$ $\{0, I\}$ and $\lambda_{F} \in \mathbb{C}$, then $F=\Phi\left(E+\lambda_{F} I\right)$. By Lemma 2.1 and Claim 1, there exists $\mu \in \mathbb{C}$ such that $F=\Phi\left(E+\lambda_{F} I\right)=\Phi(E)+\mu I$, then $\Phi(E)=F-\mu I$. Thus by the uniqueness in Claim 2, we get $F=\hat{\Phi}(E)$, which implies $\hat{\Phi}$ is surjective.

Finally, we prove that $\widehat{\Phi^{-1}}=\hat{\Phi}^{-1}$.
Indeed, for any $F \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$, by Lemma 2.5, we observe that $\Phi^{-1}(F)=$ $E+\lambda_{F} I$, where $E \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ and $\lambda_{F} \in \mathbb{C}$. Then $\widehat{\Phi^{-1}}(F)=E$. On the other hand, since $\Phi^{-1}(F)=E+\lambda_{F} I$, then $F=\Phi\left(E+\lambda_{F} I\right)=\Phi(E)+\lambda I$ for some $\lambda \in \mathbb{C}$ by 2.1(3) and Claim 1. By the uniqueness in Lemma 2.5, we have that $F=\hat{\Phi}(E)$ and $\hat{\Phi}^{-1}(F)=E$. Hence $\widehat{\Phi^{-1}}=\hat{\Phi}^{-1}$.

Claim 4. Suppose that $\mathscr{M}$ is a semi-finite von Neumann algebra factor. If $P_{1}, P_{2} \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ and $P_{1}+P_{2}=I$, then $\hat{\Phi}\left(P_{1}\right)+\hat{\Phi}\left(P_{2}\right)=I$.

By Lemma 2.1 and Claim 1, we obtain that $\Phi\left(P_{1}+P_{2}\right)=\Phi(I) \in \mathbb{C} I$ and $\Phi\left(P_{1}+\right.$ $\left.P_{2}\right)-\Phi\left(P_{1}\right)-\Phi\left(P_{2}\right) \in \mathbb{C} I$. Thus $\Phi\left(P_{1}\right)+\Phi\left(P_{2}\right) \in \mathbb{C} I$ and then $\hat{\Phi}\left(P_{1}\right)+\hat{\Phi}\left(P_{2}\right) \in \mathbb{C} I$. Then there exists $\lambda \in \mathbb{C}$ such that $\hat{\Phi}\left(P_{1}\right)+\hat{\Phi}\left(P_{2}\right)=\lambda I$. Observing that $\hat{\Phi}\left(P_{1}\right), \hat{\Phi}\left(P_{2}\right) \in$ $\mathscr{P}(\mathscr{M}) \backslash\{0, I\}$, we have that $\sigma\left(\hat{\Phi}\left(P_{1}\right)\right)=\{0,1\}=\sigma\left(\lambda I-\hat{\Phi}\left(P_{2}\right)\right)=\{\lambda, \lambda-1\}$. Hence $\lambda=1$, which implies that $\hat{\Phi}\left(P_{1}\right)+\hat{\Phi}\left(P_{2}\right)=I$.

Let $P_{1}, P_{2} \in \mathscr{P}(\mathscr{M})$. We say $P_{1} \leqslant P_{2}$ if $P_{1} P_{2}=P_{1}=P_{2} P_{1}$, and $P_{1}<P_{2}$ if $P_{1} \leqslant P_{2}$ and $P_{1} \neq P_{2}$.

Claim 5. Let $\mathscr{M}$ be a von Neumann algebra factor and $P_{1}, P_{2} \in \mathscr{P}(\mathscr{M})$ with $0<P_{1}<P_{2}<I$. Set $Q_{i}=\hat{\Phi}\left(P_{i}\right), i=1,2$. Then either $0<Q_{1}<Q_{2}<I$ or $0<$ $Q_{2}<Q_{1}<I$. Moreover, let $\mathscr{M}$ be a semi-finite factor and $P_{1}, P_{2}, P_{3} \in \mathscr{P}(\mathscr{M})$ with $0<P_{1}<P_{2}<P_{3}<I$. Set $Q_{i}=\hat{\Phi}\left(P_{i}\right), i=1,2,3$. Then
(1) If $Q_{1}<Q_{2}$, then $Q_{1}<Q_{2}<Q_{3}$.
(2) If $Q_{2}<Q_{1}$, then $Q_{1}>Q_{2}>Q_{3}$.

First, we give the proof of the first part. By the definition of $\hat{\Phi}$ and Claim $2, P_{1}, P_{2}, P_{2}-P_{1} \notin \mathbb{C} I$ implies $Q_{1}, Q_{2}, Q_{2}-Q_{1} \notin \mathbb{C} I$, in particular $Q_{2} \neq Q_{1}$. Since [ $\left.P_{1}, P_{2}\right]=0$, we have

$$
\begin{aligned}
0 & =\Phi_{P_{1}, P_{2}}\left[P_{1}, P_{2}\right]=\left[\Phi_{P_{1}, P_{2}}\left(P_{1}\right), \Phi_{P_{1}, P_{2}}\left(P_{2}\right)^{*}\right]=\left[\Phi\left(P_{1}\right), \Phi\left(P_{2}\right)^{*}\right]=\left[\hat{\Phi}\left(P_{1}\right), \hat{\Phi}\left(P_{2}\right)\right] \\
& =\left[Q_{1}, Q_{2}\right],
\end{aligned}
$$

which implies $Q_{1} Q_{2}=Q_{2} Q_{1}$. Then $\left(Q_{2}-Q_{1}\right)^{3}=Q_{2}-Q_{1}$. Thus, if $Q_{2}$ and $Q_{1}$ are not comparable, then $\sigma\left(Q_{2}-Q_{1}\right)=\{-1,1\}$ or $\{-1,0,1\}$. On the other hand, noticing that $P_{2}-P_{1} \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$, then by Claim 2, we have $\Phi\left(P_{2}-P_{1}\right) \in \mathscr{P}(\mathscr{M})+\mathbb{C} I$. Hence $Q_{2}-Q_{1}=\hat{\Phi}\left(P_{2}\right)-\hat{\Phi}\left(P_{1}\right)=\Phi\left(P_{2}\right)-\lambda_{P_{2}} I-\Phi\left(P_{1}\right)+\lambda_{P_{1}} I=\Phi\left(P_{2}-P_{1}\right)+\lambda I \in$ $\mathscr{P}(\mathscr{M})+\mathbb{C} I$ for some $\lambda$ by Claim 1. Thus there exists a scalar $\mu$ such that $\sigma\left(Q_{2}-\right.$ $\left.Q_{1}\right)=\{\mu, \mu+1\}$, which is a contradiction. Hence $0<Q_{1}<Q_{2}<I$ or $0<Q_{2}<Q_{1}<$ $I$.

Next we give the proof of the second part. We only prove the case $Q_{1}<Q_{2}$. The case $Q_{1}>Q_{2}$ is similar. Assume that $Q_{1}<Q_{2}$. The projections $Q_{1}, Q_{2}, Q_{3}$ are distinct and mutually comparable by the first part. By simple calculation, we have that $P_{1}+P_{3}-P_{2} \in \mathscr{P}(\mathscr{M})$ and so $Q_{1}+Q_{3}-Q_{2} \in \mathscr{P}(\mathscr{M})+\mathbb{C} I$ by Claim 1. Hence $\sigma\left(Q_{1}+Q_{3}-Q_{2}\right)=\{\lambda, \lambda+1\}$ for some $\lambda \in \mathbb{C}$. If $Q_{1}<Q_{3}<Q_{2}$ or $Q_{3}<Q_{1}<Q_{2}$, then $\left(Q_{1}+Q_{3}-Q_{2}\right)^{3}=Q_{1}+Q_{3}-Q_{2}$. It follows that $\sigma\left(Q_{1}+Q_{3}-Q_{2}\right)=\{-1,0,1\}$, which is a contradiction.

Remark 1. Similarly, $\widehat{\Phi^{-1}}\left(=\hat{\Phi}^{-1}\right)$ also satisfies the same conclusion of Claim 5.

In the following, from Claim 6 to Claim 12, let $\mathscr{M}$ be a semi-finite von Neumann algebra factor on a complex Hilbert space $H$ with dimension greater than 3 and let $P_{1}$ be a fix projection. Set $P_{2}=I-P_{1}$ and $Q_{i}=\hat{\Phi}\left(P_{i}\right), i=1,2$. Notice that $Q_{1}, Q_{2} \in$
$\mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ and $Q_{1}+Q_{2}=I$ by Claim 4. Let $\mathscr{M}_{i j}=P_{i} \mathscr{M} P_{j}$ and $\mathscr{N}_{i j}=Q_{i} \mathscr{M} Q_{j}$, $i, j=1,2$. Then $\mathscr{M}=\sum_{i, j=1}^{2} \mathscr{M}_{i j}=\sum_{i, j=1}^{2} \mathscr{N}_{i j}$.

## Claim 6.

(1) If there exists $E_{1} \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ such that $E_{1}<P_{1}$ and $\hat{\Phi}\left(E_{1}\right)<\hat{\Phi}\left(P_{1}\right)=Q_{1}$ or $E_{1}>P_{1}$ and $\hat{\Phi}\left(E_{1}\right)>\hat{\Phi}\left(P_{1}\right)=Q_{1}$, then for any $E \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}, E<P_{1}$ implies $\hat{\Phi}(E)<Q_{1}$ and $E>P_{1}$ implies $\hat{\Phi}(E)>Q_{1}$. Moreover, $E<P_{2}$ implies $\hat{\Phi}(E)<Q_{2}$ and $E>P_{2}$ implies $\hat{\Phi}(E)>Q_{2}$.
(2) If there exists $E_{1} \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ such that $E_{1}<P_{1}$ and $\hat{\Phi}\left(E_{1}\right)>\hat{\Phi}\left(P_{1}\right)=Q_{1}$ or $E_{1}>P_{1}$ and $\hat{\Phi}\left(E_{1}\right)<\hat{\Phi}\left(P_{1}\right)=Q_{1}$, then for any $E \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}, E<P_{1}$ implies $\hat{\Phi}(E)>Q_{1}$ and $E>P_{1}$ implies $\hat{\Phi}(E)<Q_{1}$. Moreover, $E<P_{2}$ implies $\hat{\Phi}(E)>Q_{2}$ and $E>P_{2}$ implies $\hat{\Phi}(E)<Q_{2}$.

We only prove (1). The proof of (2) is similar. Assume that there exists $E_{1} \in$ $\mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ such that $E_{1}<P_{1}$ and $\hat{\Phi}\left(E_{1}\right)<\hat{\Phi}\left(P_{1}\right)=Q_{1}$. For any $E \in \mathscr{P}(\mathscr{M}) \backslash$ $\{0, I\}$, if $E>P_{1}$, then $E_{1}<P_{1}<E$. By Claim 5, we can get $\hat{\Phi}\left(E_{1}\right)<Q_{1}<\hat{\Phi}(E)$. If $E<P_{1}$, by Claim 5, either $\hat{\Phi}(E)>Q_{1}$ or $\hat{\Phi}(E)<Q_{1}$. If $\hat{\Phi}(E)>Q_{1}$, then we have $\hat{\Phi}(E)>Q_{1}>\hat{\Phi}\left(E_{1}\right)$. By Remark 1, applying $\hat{\Phi}^{-1}$ to Claim 5, we have $E_{1}<P_{1}<E$, which is a contradiction. Hence $\hat{\Phi}(E)<Q_{1}$. The case that there exists $E_{1} \in \mathscr{P}(\mathscr{M}) \backslash$ $\{0, I\}$ such that $E_{1}>P_{1}$ and $\hat{\Phi}\left(E_{1}\right)>\hat{\Phi}\left(P_{1}\right)=Q_{1}$ is dealt with in the same way.

If $E<P_{2}$, then $I-E>P_{1}$. By Claim 4 and the above proof, we have $\hat{\Phi}(I-E)=$ $I-\hat{\Phi}(E)>Q_{1}$. Hence $\hat{\Phi}(E)<1-Q_{1}=Q_{2}$. The proof of the case $E>P_{2}$ is similar.

REMARK 2. If $\Phi$ satisfies the assumption of Claim 6(1), then for any $F \in \mathscr{P}(\mathscr{M}) \backslash$ $\{0, I\}, F<Q_{1}$ implies $\widehat{\Phi^{-1}}(F)<P_{1}$ and $F>Q_{1}$ implies $\widehat{\Phi^{-1}}(F)>P_{1}$. Similarly, if $\Phi$ satisfies the assumption of Claim 6(2), then for any $F \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}, F<Q_{1}$ implies $\widehat{\Phi^{-1}}(F)>P_{1}$ and $F>Q_{1}$ implies $\widehat{\Phi^{-1}}(F)<P_{1}$.

By Claim 6, we may extend the definition of $\hat{\Phi}$ to all of $\mathscr{P}(\mathscr{M})$ by $\hat{\Phi}(0)=$ $0, \hat{\Phi}(I)=I$ if $\hat{\Phi}$ satisfies Claim 6(1), and $\hat{\Phi}(0)=I, \hat{\Phi}(I)=0$ if $\hat{\Phi}$ satisfies Claim 6(2).

Up to now, we have proved that, if $\Phi$ satisfies the assumption of Theorem 2.7, then either Claim 6(1) or Claim 6(2) occurs. So we will prove Theorem 2.7 in two cases.

Case 1. Assume that the case of Claim 6(1) occurs.
Claim 7. Let $\Phi$ be a surjective 2-local $*$-Lie automorphism satisfying Claim 6(1). Then $\Phi\left(\mathscr{M}_{i j}\right)=\mathscr{N}_{i j}, 1 \leqslant i \neq j \leqslant 2$.

We only prove the case of $i=1, j=2$. The proof of the case of $i=2, j=1$ is similar. For any $A_{12} \in \mathscr{M}_{12}$, noticing that $A_{12}=\left[A_{12}, P_{2}\right]$, we have that

$$
\begin{aligned}
\Phi\left(A_{12}\right) & =\Phi_{A_{12}, P_{2}}\left(A_{12}\right)=\Phi_{A_{12}, P_{2}}\left(\left[A_{12}, P_{2}\right]\right)=\left[\Phi_{A_{12}, P_{2}}\left(A_{12}\right), \Phi_{A_{12}, P_{2}}\left(P_{2}\right)^{*}\right] \\
& =\left[\Phi\left(A_{12}\right), \Phi\left(P_{2}\right)^{*}\right]=\left[\Phi\left(A_{12}\right), Q_{2}\right]=Q_{1} \Phi\left(A_{12}\right) Q_{2}-Q_{2} \Phi\left(A_{12}\right) Q_{1}
\end{aligned}
$$

Multiplied by $Q_{2}$ on the left and $Q_{1}$ on the right hand side of the above equality, we obtain $Q_{2} \Phi\left(A_{12}\right) Q_{1}=0$, which implies $\Phi\left(\mathscr{M}_{12}\right) \subseteq \mathscr{N}_{12}$.

On the other hand, noticing that $\widehat{\Phi^{-1}}=\hat{\Phi}^{-1}$ by Claim 3 and applying the same argument to $\Phi^{-1}$, we can prove that $\mathscr{N}_{12} \subseteq \Phi\left(\mathscr{M}_{12}\right)$. Hence $\mathscr{N}_{12}=\Phi\left(\mathscr{M}_{12}\right)$.

Claim 8. Let $\mathscr{M}$ be a semi-finite von Neumann algebra factor on a complex Hilbert space with dimension of $H$ greater than 3 and let $\Phi$ be a surjective 2-local *-Lie automorphism of $\mathscr{M}$ satisfying Claim 6(1). Then there exists a homogeneous map $f_{i}: \mathscr{M}_{i i} \rightarrow \mathbb{C}$ such that $\Phi\left(A_{i i}\right)-f_{i}\left(A_{i i}\right) \in \mathscr{N}_{i i}$, for all $A_{i i}$ in $\mathscr{M}_{i i}, i=1,2$, and $f_{i}$ is unique. Moreover, for each $B_{i i} \in \mathscr{N}$, there exists $A_{i i} \in \mathscr{M}_{i i}$ such that $\Phi\left(A_{i i}\right)=$ $B_{i i}+f_{i}\left(A_{i i}\right) I$.

We only prove the case $i=1$. The proof of the case $i=2$ is similar.
Let $\Phi\left(A_{11}\right)=B_{11}+B_{12}+B_{21}+B_{22}$, for any $A_{11} \in \mathscr{M}_{11}$. Then
$0=\Phi_{A_{11}, P_{1}}\left(\left[A_{11}, P_{1}\right]\right)=\left[\Phi_{A_{11}, P_{1}}\left(A_{11}\right), \Phi_{A_{11}, P_{1}}\left(P_{1}\right)^{*}\right]=\left[\Phi\left(A_{11}\right), \Phi\left(P_{1}\right)^{*}\right]=\left[\Phi\left(A_{11}\right), Q_{1}\right]$.
For the above equality, multiplied by $Q_{1}$ on the left and $Q_{2}$ on the right, it follows that $Q_{1} \Phi\left(A_{11}\right) Q_{2}=0$, and similarly, $Q_{2} \Phi\left(A_{11}\right) Q_{1}=0$, which implies that $B_{12}=B_{21}=0$. Thus $\Phi\left(A_{11}\right)=B_{11}+B_{22}$. On the other hand, for each $E \in \mathscr{P}(\mathscr{M})$ with $E<P_{2}$, by Claim 6, we have $\hat{\Phi}(E)<Q_{2}$. Notice that $\left[A_{11}, E\right]=0$, then

$$
\begin{aligned}
0 & =\Phi_{A_{11}, E}\left(\left[A_{11}, E\right]\right)=\left[\Phi_{A_{11}, E}\left(A_{11}\right), \Phi_{A_{11}, E}(E)^{*}\right]=\left[\Phi\left(A_{11}\right), \Phi(E)^{*}\right]=\left[B_{11}+B_{22}, \hat{\Phi}(E)\right] \\
& =\left[B_{22}, \hat{\Phi}(E)\right]
\end{aligned}
$$

That is, $B_{22} \hat{\Phi}(E)=\hat{\Phi}(E) B_{22}$ for all projections $E \in \mathscr{M}$ with $E<P_{2}$. Combining $\hat{\Phi}(E)<Q_{2}$ with Lemma 2.6, we have $B_{22} \in \mathbb{C} Q_{2}$. Thus there exists $f_{1}\left(A_{11}\right) \in \mathbb{C}$ such that $B_{22}=f_{1}\left(A_{11}\right) Q_{2}$. Hence,

$$
\Phi\left(A_{11}\right)=B_{11}+f_{1}\left(A_{11}\right) Q_{2}=B_{11}-f_{1}\left(A_{11}\right) Q_{1}+f_{1}\left(A_{11}\right) I
$$

then $\Phi\left(A_{11}\right)-f_{1}\left(A_{11}\right) I \in \mathscr{N}_{11}$.
We claim that $f_{1}$ is unique. Otherwise, for any $A_{11} \in \mathscr{M}_{11}$, suppose that

$$
\Phi\left(A_{11}\right)=f_{1}\left(A_{11}\right) I+B_{11}, \Phi\left(A_{11}\right)=f_{1}^{\prime}\left(A_{11}\right) I+B_{11}^{\prime}
$$

Multiplied by $Q_{2}$ on one side of the two above equalities, we can get $f_{1}\left(A_{11}\right) Q_{2}=$ $f_{1}^{\prime}\left(A_{11}\right) Q_{2}$ and then $f_{1}\left(A_{11}\right)=f_{1}^{\prime}\left(A_{11}\right)$. It follows that $f_{1}=f_{1}^{\prime}$.

It is obvious that $f_{1}$ is homogeneous. Indeed, let $A_{11} \in \mathscr{M}_{11}$ and $\lambda \in \mathbb{C}$. Then

$$
\Phi\left(A_{11}\right)-f_{1}\left(A_{11}\right) I \in \mathscr{N}_{11}, \Phi\left(\lambda A_{11}\right)-f_{1}\left(\lambda A_{11}\right) I \in \mathscr{N}_{11}
$$

It follows that $\left(f_{1}\left(\lambda A_{11}\right)-\lambda f_{1}\left(A_{11}\right)\right) I \in \mathscr{N}_{11}$ by the homogeneity of $\Phi$. This forces that $f_{1}\left(\lambda A_{11}\right)=\lambda f_{1}\left(A_{11}\right)$.

Apply the preceding proof to $\Phi^{-1}$ for any $B_{11} \in \mathscr{N}_{11}$. Thus for $B_{11} \in \mathscr{N}_{11}$, there exist $A_{11}$ and $\lambda \in \mathbb{C}$ such that $\Phi^{-1}\left(B_{11}\right)=A_{11}+\lambda I$ and then $\Phi\left(A_{11}+\lambda I\right)=B_{11}$. By lemma 2.1 and Claim 1, we can get $\Phi\left(A_{11}\right)=B_{11}+\mu I$ for some $\mu \in \mathbb{C}$. Hence $\Phi\left(A_{11}\right)-\mu I \in \mathscr{N}_{11}$. By the uniqueness of $f_{1}$, we have that $\mu=f_{1}\left(A_{11}\right)$.

By the uniqueness of $f_{1}$ and $f_{2}$ in Claim 8 , we can define a map $\Psi: \mathscr{M} \rightarrow \mathscr{M}$ by $\Psi(A)=\sum_{i, j=1}^{2} \Phi\left(A_{i j}\right)-f_{1}\left(A_{11}\right) I-f_{2}\left(A_{22}\right) I$ for any $A=\sum_{i, j=1}^{2} A_{i j} \in \mathscr{M}$.

Claim 9. For $\Psi$ above, let $A_{i j} \in \mathscr{M}_{i j}, 1 \leqslant i, j \leqslant 2$. Then
(1) $\Psi\left(A_{i j}\right)=\Phi\left(A_{i j}\right), 1 \leqslant i \neq j \leqslant 2$;
(2) $\Psi\left(\mathscr{M}_{i j}\right)=\mathscr{N}_{i j}, i, j=1,2$;
(3) $\Psi\left(P_{i}\right)=Q_{i}, i=1,2$;
(4) $\Psi\left(\sum_{i, j=1}^{2} A_{i j}\right)=\sum_{i, j=1}^{2} \Psi\left(A_{i j}\right)$;
(5) $\Psi$ is homogeneous and bijective;
(6) For any projection $P \in \mathscr{M}_{11} \cup \mathscr{M}_{22}, \Psi(P)=\hat{\Phi}(P)$.
(1) and (4) can be easily obtained. For (2), if $1 \leqslant i \neq j \leqslant 2$, the equality is clear by (1) and Claim 7. Otherwise, we only prove the case $i=j=1$. The case $i=j=2$ is similar. Let $A_{11} \in \mathscr{M}_{11}$, by Claim $8, \Psi\left(A_{11}\right)=\Phi\left(A_{11}\right)-f_{1}\left(A_{11}\right) I \in \mathscr{N}_{11}$. On the contrary, also by Claim 8 , for any $B_{11} \in \mathscr{N}_{11}$, there exist $A_{11} \in \mathscr{M}$ and $\mu \in \mathbb{C}$ such that $\Phi\left(A_{11}\right)=B_{11}+\mu I$. Hence, by the uniqueness in Claim $8, \Psi\left(A_{11}\right)=B_{11}$.

For (3), by Claim 8, $\Phi\left(P_{i}\right)=\Psi\left(P_{i}\right)+f_{i}\left(P_{i}\right) I$. On the other hand, by the definition of $\hat{\Phi}$, we have $\Phi\left(P_{i}\right)=\hat{\Phi}\left(P_{i}\right)+\lambda_{P_{i}} I=Q_{i}+\lambda_{P_{i}} I$. Noticing that $Q_{i} \in \mathscr{M}_{i i}$, by the uniqueness in Claim 8 , we get $\Psi\left(P_{i}\right)=Q_{i}, i=1,2$.

For (5), the homogeneity of $\Psi$ can be obtained directly by the homogeneity of $\Phi, f_{1}$ and $f_{2}$. We only need to prove that $\Psi$ is injective. Let $A, B \in \mathscr{M}$ and $\Psi(A)=$ $\Psi(B)$. By the definition of $\Psi$, we have

$$
\Psi(A)=\left(\Phi\left(A_{11}\right)-f_{1}\left(A_{11}\right) I\right)+\Phi\left(A_{12}\right)+\Phi\left(A_{21}\right)+\left(\Phi\left(A_{22}\right)-f_{2}\left(A_{22}\right) I\right)
$$

and

$$
\Psi(B)=\left(\Phi\left(B_{11}\right)-f_{1}\left(B_{11}\right) I\right)+\Phi\left(B_{12}\right)+\Phi\left(B_{21}\right)+\left(\Phi\left(B_{22}\right)-f_{2}\left(B_{22}\right) I\right)
$$

Multiplied by $Q_{1}$ on the left and $Q_{2}$ on the right of the above equalities, we get

$$
Q_{1} \Psi(A) Q_{2}=Q_{1} \Phi\left(A_{12}\right) Q_{2}, Q_{1} \Psi(B) Q_{2}=Q_{1} \Phi\left(B_{12}\right) Q_{2}
$$

Since $\Psi(A)=\Psi(B), Q_{1}\left(\Phi\left(A_{12}\right)-\Phi\left(B_{12}\right)\right) Q_{2}=0$. By Claim 7, $\Phi\left(A_{12}\right)-\Phi\left(B_{12}\right) \in$ $\mathscr{N}_{12}$, and then $\Phi\left(A_{12}\right)-\Phi\left(B_{12}\right)=0$. Since $\Phi$ is bijective, $A_{12}=B_{12}$. Similarly, $A_{21}=B_{21}$. Multiplied by $Q_{1}$ on the two sides of the above equalities, we get

$$
\Phi\left(A_{11}\right)-f_{1}\left(A_{11}\right) I=\Phi\left(B_{11}\right)-f_{1}\left(B_{11}\right) I .
$$

Then $\Phi\left(A_{11}\right)-\Phi\left(B_{11}\right)=\lambda I$ for some $\lambda \in \mathbb{C}$. By Claim 1, $\Phi\left(A_{11}-B_{11}\right)=\mu I$ for some $\mu \in \mathbb{C}$. It follows that $A_{11}-B_{11} \in \mathbb{C} I \cap \mathscr{M}_{11}$ by Lemma 2.1. This forces that $A_{11}=B_{11}$. Similarly, $A_{22}=B_{22}$. Hence $A=B$.

Finally, we prove that $\Psi$ is surjective. Indeed, for any $B \in \mathscr{M}, B=B_{11}+B_{12}+$ $B_{21}+B_{22}$, where $B_{i j}=Q_{i} B Q_{j} \in \mathscr{N}_{i j}$. By Claim 8, for $B_{i i} \in \mathscr{N}_{i i}, i=1,2$, there exists $A_{i i} \in \mathscr{M}_{i i}$ such that $\Phi\left(A_{i i}\right)=B_{i i}+f_{i}\left(A_{i i}\right) I$ and then $B_{i i}=\Phi\left(A_{i i}\right)-f_{i}\left(A_{i i}\right) I$. For $B_{i j}$, $1 \leqslant i \neq j \leqslant 2$, there exists $A_{i j} \in \mathscr{M}_{i j}$ such that $\Phi\left(A_{i j}\right)=B_{i j}$. Let $A=A_{11}+A_{12}+$ $A_{21}+A_{22} \in \mathscr{M}$ by Claim 7. It follows that $\Psi(A)=\left(\Phi\left(A_{11}\right)-f_{1}\left(A_{11}\right) I\right)+\Phi\left(A_{12}\right)+$ $\Phi\left(A_{21}\right)+\left(\Phi\left(A_{22}\right)-f_{2}\left(A_{22}\right) I\right)=B_{11}+B_{12}+B_{21}+B_{22}=B$.

For (6), we only prove the case $P \in \mathscr{M}_{11}$. The case $P \in \mathscr{M}_{22}$ is similar. For any projection $P \in \mathscr{M}_{11}, \Psi(P)=\Phi(P)-f_{1}(P) I=\hat{\Phi}(P)+\lambda I-f_{1}(P) I$ for some $\lambda \in$ $\mathbb{C}$. Then $\Psi(P)=\hat{\Phi}(P)+\mu I$ for some $\mu \in \mathbb{C}$. We observe that $\Psi(P) \in \mathscr{N}_{11}$, thus $\hat{\Phi}(P) Q_{2}=-\mu Q_{2}$. Noticing that $P \leqslant P_{1}$, by Claim $6, \hat{\Phi}(P) \leqslant Q_{1}$, then $\hat{\Phi}(P) Q_{2}=0$. It follows that $\mu=0$. Hence $\Psi(P)=\hat{\Phi}(P)$.

Claim 10. $\Psi$ is linear.

By Claim 9 (4) and (5), we only need to prove that $\Psi$ is additive on $\mathscr{M}_{i j}$ for $i, j=1,2$. Let $A_{12}, B_{12} \in \mathscr{M}_{12}$. By Claim 1 and Claim 9(1),(2), we have that

$$
\Psi\left(A_{12}+B_{12}\right)-\Psi\left(A_{12}\right)-\Psi\left(B_{12}\right)=\Phi\left(A_{12}+B_{12}\right)-\Phi\left(A_{12}\right)-\Phi\left(B_{12}\right)=\lambda I=C_{12}
$$

for some $\lambda \in \mathbb{C}$ and $C_{12} \in \mathscr{M}_{12}$. This forces $\lambda=0$, which implies $\Psi\left(A_{12}+B_{12}\right)=$ $\Psi\left(A_{12}\right)+\Psi\left(B_{12}\right)$. Hence $\Psi$ is additive on $\mathscr{M}_{12}$. Similarly, $\Psi$ is additive on $\mathscr{M}_{21}$.
Let $A_{11}$ and $B_{11} \in \mathscr{M}_{11}$. By Claim 1 and Claim 9(2), we obtain that

$$
\begin{aligned}
& \Psi\left(A_{11}+B_{11}\right)-\Psi\left(A_{11}\right)-\Psi\left(B_{11}\right) \\
= & \Phi\left(A_{11}+B_{11}\right)-f_{1}\left(A_{11}+B_{11}\right) I-\Phi\left(A_{11}\right)+f_{1}\left(A_{11}\right) I-\Phi\left(B_{11}\right)+f_{1}\left(B_{11}\right) I=\lambda I=C_{11}
\end{aligned}
$$

for some $\lambda \in \mathbb{C}$ and $C_{11} \in \mathscr{M}_{11}$. This forces $\lambda=0$, which implies $\Psi\left(A_{11}+B_{11}\right)=$ $\Psi\left(A_{11}\right)+\Psi\left(B_{11}\right)$. Hence $\Psi$ is additive on $\mathscr{M}_{11}$. Similarly, $\Psi$ is additive on $\mathscr{M}_{22}$.

Claim 11. $\Psi\left(A^{*}\right)=\Psi(A)^{*}$ for any $A \in \mathscr{M}$ and $\Psi$ preserves the commutativity.
First, we prove $\Psi\left(A^{*}\right)=\Psi(A)^{*}$ for any $A \in \mathscr{M}$.
Indeed, by Claim 10, we only need to prove that $\Psi\left(A_{i j}^{*}\right)=\Psi\left(A_{i j}\right)^{*}$ for $i, j=$ 1,2. Let $A_{12} \in \mathscr{M}_{12}$. By Lemma 2.3, $\Phi_{A_{12}, A_{12}^{*}}= \pm \sigma+\tau$, where $\sigma$ commutes with *. Notice that $A_{12}$ is a commutator. Hence, we obtain that $\Psi\left(A_{12}^{*}\right)=\Phi\left(A_{12}^{*}\right)=$ $\Phi_{A_{12}, A_{12}^{*}}\left(A_{12}^{*}\right)=\sigma\left(A_{12}^{*}\right)=\sigma\left(A_{12}\right)^{*}=\Phi_{A_{12}, A_{12}^{*}}\left(A_{12}\right)^{*}=\Phi\left(A_{12}\right)^{*}=\Psi\left(A_{12}\right)^{*}$. Similarly, $\Psi\left(A_{21}^{*}\right)=\Psi\left(A_{21}\right)^{*}$.

Let $A_{11} \in \mathscr{M}_{11}$. By Lemma 2.3, $\Phi_{A_{11}, A_{11}^{*}}= \pm \sigma+\tau$, where $\sigma$ commutes with $*$. Thus, $\Phi\left(A_{11}^{*}\right)-\Phi\left(A_{11}\right)^{*}=\tau\left(A_{11}^{*}\right)-\tau\left(A_{11}\right)^{*} \in \mathbb{C} I$. It follows that $\Psi\left(A_{11}^{*}\right)-\Psi\left(A_{11}\right)^{*}=$ $\tau\left(A_{11}^{*}\right)-\tau\left(A_{11}\right)^{*}+\overline{f_{1}\left(A_{11}\right)} I-f_{1}\left(A_{11}^{*}\right) I \in \mathbb{C} I$. Let $\Psi\left(A_{11}^{*}\right)-\Psi\left(A_{11}\right)^{*}=\lambda I=C_{11}$ for some $\lambda \in \mathbb{C}$ and $C_{11} \in \mathscr{M}_{11}$, This forces $\lambda=0$. Hence $\Psi\left(A_{11}^{*}\right)=\Psi\left(A_{11}\right)^{*}$. Similarly, $\Psi\left(A_{22}^{*}\right)=\Psi\left(A_{22}\right)^{*}$.

In the following, we prove that $\Psi$ preserves the commutativity.
Let $A, B \in \mathscr{M}$ with $A B=B A$. Since $\Psi\left(A^{*}\right)=\Psi(A)^{*}$ for any $A \in \mathscr{M}$, then

$$
\begin{aligned}
0 & =\Phi_{A, B^{*}}([A, B])=\left[\Phi_{A, B^{*}}(A), \Phi_{A, B^{*}}\left(B^{*}\right)^{*}\right]=\left[\Phi(A), \Phi\left(B^{*}\right)^{*}\right]=\left[\Psi(A), \Psi\left(B^{*}\right)^{*}\right] \\
& =[\Psi(A), \Psi(B)]
\end{aligned}
$$

which implies $\Psi(A) \Psi(B)=\Psi(B) \Psi(A)$.
Claim 12. $\Psi$ is a $*$-automorphism.

Since $\Psi$ is a bijective $*$-linear map preserving the commutativity, it follows from [22, Theorem 2] that

$$
\Psi=\alpha \phi+\tau_{1}
$$

where $\alpha \in \mathbb{C} \backslash\{0\}, \phi$ is an automorphism or anti-automorphism of $\mathscr{M}$, and $\tau_{1}$ is a linear map from $\mathscr{M}$ to $\mathbb{C} I$. Next, we shall prove the claim in three steps.
Step 1. We prove that $\alpha=1$.
For $i=1,2$, we have that

$$
Q_{i}=\Psi\left(P_{i}\right)=\alpha \phi\left(P_{i}\right)+\beta_{i} I
$$

for some $\beta_{i} \in \mathbb{C}$. Noticing that $Q_{i}$ and $\phi\left(P_{i}\right)$ are idempotents, we have that

$$
\alpha \phi\left(P_{i}\right)+\beta_{i} I=\left(\alpha^{2}+2 \alpha \beta_{i}\right) \phi\left(P_{i}\right)+\beta_{i}^{2} I .
$$

Thus,

$$
\left(\alpha-\alpha^{2}-2 \alpha \beta_{i}\right) \phi\left(P_{i}\right)=\left(\beta_{i}^{2}-\beta_{i}\right) I
$$

Noticing that $\phi\left(P_{i}\right) \in \mathscr{P}(\mathscr{M})$ and $\phi\left(P_{i}\right) \notin \mathbb{C} I$, we have $\alpha-\alpha^{2}-2 \alpha \beta_{i}=0$ and $\beta_{i}^{2}$ $\beta_{i}=0$. Hence, $\alpha=1, \beta_{i}=0, i=1,2$ or $\alpha=-1, \beta_{i}=1, i=1,2$.

We claim that $\alpha=1, \beta_{i}=0, i=1,2$. Otherwise $\alpha=-1, \beta_{i}=1, i=1,2$. Let $E \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$ with $E<P_{2}$. By Claim 6 and Claim 9(6), we obtain that

$$
-\phi(E)+\gamma I=\Psi(E)=\hat{\Phi}(E)<\hat{\Phi}\left(P_{2}\right)=\Psi\left(P_{2}\right)=-\phi\left(P_{2}\right)+I
$$

for some $\gamma \in \mathbb{C}$. Noticing that $\hat{\Phi}(E), \hat{\Phi}\left(P_{2}\right) \in \mathscr{P}(\mathscr{M}) \backslash\{0, I\}$, we have that

$$
(-\phi(E)+\gamma I)\left(-\phi\left(P_{2}\right)+I\right)=-\phi(E)+\gamma I .
$$

By the simple computation, we can get that $\phi(E)=\phi\left(\gamma P_{2}\right)$. Thus $E=\gamma P_{2}$, which is a contradiction. Hence $\alpha=1, \beta_{i}=0$ and $Q_{i}=\phi\left(P_{i}\right), i=1,2$.
Step 2. We will prove that $\phi$ is an automorphism.
Otherwise, let $A_{12}$ be a non-zero element in $\mathscr{M}_{12}$. If $\phi$ is an anti-automorphism, then by Claim 9(2),

$$
\Psi\left(A_{12}\right)=Q_{1} \Psi\left(A_{12}\right) Q_{2}=Q_{1} \phi\left(A_{12}\right) Q_{2}=\phi\left(P_{1}\right) \phi\left(A_{12}\right) Q_{2}=\phi\left(A_{12} P_{1}\right) Q_{2}=0
$$

Thus $A_{12}=0$, which is a contradiction. Hence $\phi$ is an automorphism.
Up to now, we have proved that $\Psi=\phi+\tau_{1}$ and $\phi\left(P_{i}\right)=Q_{i}$, where $\phi$ is an automorphism of $\mathscr{M}$ and $\tau_{1}$ is a map from $\mathscr{M}$ to $\mathbb{C} I$.
Step 3. We will show that $\tau_{1} \equiv 0$.
Indeed, $\phi\left(A_{i j}\right)=\phi\left(P_{i}\right) \phi\left(A_{i j}\right) \phi\left(P_{j}\right)=Q_{i} \phi\left(A_{i j}\right) Q_{j} \in \mathscr{N}_{i j}$ for all $A_{i j} \in \mathscr{M}_{i j}, i, j=$ 1,2. On the other hand, $\Psi\left(A_{i j}\right)=\phi\left(A_{i j}\right)+\tau_{1}\left(A_{i j}\right) \in \mathscr{N}_{i j}, i, j=1,2$. This forces that $\tau_{1}\left(A_{i j}\right)=0$ for all $A_{i j} \in \mathscr{M}_{i j}, i, j=1,2$. Then $\Psi(A)=\phi(A)$ for any $A \in \mathscr{M}$. It follows that $\tau_{1} \equiv 0$.

Hence, $\Psi$ is a $*$-automorphism.
Finally, we shall prove Theorem 2.7 in two cases.
Case 1. Assume that $\Phi$ satisfies Claim 6(1).

For any $A \in \mathscr{M}$, we define $\tau(A)=\Phi(A)-\Psi(A)$. Then $\Phi=\Psi+\tau$. We get the homogeneity of $\tau$ directly by the the homogeneity of $\Phi$ and $\Psi$. Moreover, by the definition of $\Psi$, it follows that $\tau$ is a map from $\mathscr{M}$ into $\mathbb{C} I$. In the following, we will prove that $\tau$ vanishes on very sum of commutators.

Since $\mathscr{M}$ is a semi-finite von Neumann algebra factor on a complex Hilbert space $H$ with dimension greater than 3 , then there exist three non-trivial projections $P_{1}, P_{2}, P_{3} \in$ $\mathscr{M}$ such that $P_{1}+P_{2}+P_{3}=I$ and $P_{1} P_{2}=P_{1} P_{3}=P_{2} P_{3}=0$. Now let $P_{0}=P_{1}+2 P_{2}+4 P_{3}$ and let $E \in \mathscr{M}$ be a sum of commutators. Then by the definition of 2-local $*$-Lie automorphism and Lemma 2.3, we have

$$
\Phi(E)=\Phi_{P_{0}, E}(E)=\pi_{P_{0}, E}(E), \Phi\left(P_{0}\right)=\Phi_{P_{0}, E}\left(P_{0}\right)=\pi_{P_{0}, E}\left(P_{0}\right)+\lambda I
$$

for some $\lambda \in \mathbb{C}$, where $\pi_{P_{0}, E}$ is a $*$-automorphism or the negative of a $*$-anti--automorphism of $\mathscr{M}$. On the other hand,

$$
\Phi(E)=\Psi(E)+\tau(E), \Phi\left(P_{0}\right)=\Psi\left(P_{0}\right)+\tau\left(P_{0}\right)
$$

where $\Psi$ is a $*$-automorphism and $\tau$ is a homogeneous map from $\mathscr{M}$ into $\mathbb{C} I$. Thus,

$$
\Psi\left(P_{0}\right)+\tau\left(P_{0}\right)=\Phi\left(P_{0}\right)=\pi_{P, E}\left(P_{0}\right)+\lambda I, \Psi(E)+\tau(E)=\Phi(E)=\pi_{P_{0}, E}(E)
$$

If $\pi_{P_{0}, E}$ is the negative of an anti-automorphism, taking the spectrum, we have $\sigma\left(P_{0}\right)=$ $-\sigma\left(P_{0}\right)+\mu$ for some $\mu \in \mathbb{C}$, that is, $\{1,2,4\}=\{-1+\mu,-2+\mu,-4+\mu\}$, which is a contradiction. So $\pi_{P_{0}, E}$ must be an automorphism. Moreover, $\sigma(E)+v=\sigma(E)$, where $\tau(E)=v I$, which implies that $v=0$. Hence $\tau(E)=0$.

Up to now, we proved that $\tau$ is a homogeneous map from $\mathscr{M}$ into $\mathbb{C} I$ vanishing on very sum of commutators.
Case 2. Assume that $\Phi$ satisfies Claim 6(2). Then $\Phi=-\Psi+\tau$, where $\Psi$ is a linear *-anti-automorphism of $\mathscr{M}$, and $\tau$ is a homogeneous map from $\mathscr{M}$ into $\mathbb{C} I$ vanishing on very sum of commutators.

Similar arguments to those given in the proof of Case 1 are valid for the proof of Case 2. Combining Case 1 with Case 2, we give the proof of Theorem 2.7.

Acknowledgement. This work is partially supported by National Natural Science Foundation of China (11871375) and Fundamental Research Funds for the Central Universities.

## REFERENCES

[1] R. V. Kadison, Local derivations, J. Algebra. 130 (1990), no. 2,494-509.
[2] D. R. Larson, A. R. Sourour, Local derivations and local automorphisms of $B(X)$, Proc. Sympos. Pure Math. 51 (1990), 187-194.
[3] R. L. Crist, Local derivations on operator algebras, J. Funct. Anal. 135 (1996), no. 1, 76-92.
[4] A. B. A. Essaleh, A. M. Peralta, M. I. Ramírez, Weak-local derivations and homorphisms on $C^{*}$-algebras, Linear Multilinear Algebra. 64 (2016), no. 2, 169-186.
[5] W. Jing, Local derivations of reflexive algebras, Proc. Am. Math. Soc. 125 (1997), no. 3, 869-873.
[6] B. E. Johnson, Local derivations on $C^{*}$-algebras are derivations, Trans. Am. Math. Soc. 353 (2000), no.1, 313-325.
[7] S. Kim, J. Kim, Local automorphisms and derivations on $M_{n}$, Proc. Am. Math. Soc. 132 (2004), 1389-1392.
[8] L. Molnar, Local automorphisms of operator algebras on Banach space, Proc. Am. Math. Soc. 131 (2003), no. 6, 1867-1874.
[9] P. ŠEMRL, Local automorphisms and derivations on B(H), Proc. Am. Math. Soc. 125 (1997), no. 9, 2677-2680.
[10] S. Ayupov, K. Kudaybergenov, 2-local derivations and automorphisms on B(H), J. Math. Anal. Appl. 395 (2012), no. 1, 15-18.
[11] S. Ayupov, K. Kudaybergenov, 2-local derivations on von Neumann algebras, Positivity, 19 (2015), no. 3, 445-455.
[12] S. Ayupov, K. Kudaybergenov, I. Rakhimov, 2-local derivations on finite dimensional Lie algebras, Linear Algebra Appl. 474 (2015), no. 1, 1-11.
[13] J. C. Cabello, A. M. Peraita, Weak-2-local symmetric maps on $C^{*}$-algebras, Linear Algebra Appl. 494 (2016), no. 2,32-43.
[14] L. Liu, T. Wong, A note on 2-local maps, Proc. Edinb. Math. Soc. 49 (2006), no.3, 701-708.
[15] L. Liu, 2-local Lie derivations on semi-finite factor von Neumann algebras, Linear and Multilinear Algebra. 64 (2016), no. 9, 1679-1686.
[16] L. Chen, L. HuANG, F. Lu, 2-local Lie isomorphism of operator algebras on Banach spaces, Studia Math. 229 (2015), no. 1, 1-11.
[17] Z. BaI, S. Du, Multiplicative *-Lie isomorphism between factors, J. Math. Anal. Appl. 346 (2008), no. 1, 327-335.
[18] Z. BaI, S. DU, Multiplicative *-Lie isomorphism between von Neumann algebras, Linear Multilinear Algebra. 60 (2012), no. 3, 311-322.
[19] C. J. Li, F. Y. Lu, 2-local *-Lie isomorphisms of operator algebras, Aequat. Math. 90 (2016), no. 5, 905-916.
[20] W. S. Mardindale III, Lie isomophisms of prime rings, Trans. Am. Math. Soc. 142 (1969), 437455.
[21] R. V. Kadison, J. R. Ringrose, Fundamentals of the theory of operator algebras, Volume II, Pure and applied mathematics. 1986.
[22] C. R. Miers, Commutativity preserving maps of factors, Can J Math. 40 (1988), no. 1, 248-256.

Xiaochun Fang School of mathematical sciences

Tongji University
Shanghai, 200092, P.R. of China
e-mail: xfang@tongji.edu.cn
Xingpeng Zhao
School of mathematical sciences
Tongji University Shanghai, 200092, P.R. of China
e-mail: zhaoxingpeng1@sina.com
Bing Yang
School of mathematical sciences
Tongji University Shanghai, 200092, P.R. of China
e-mail: yangbingmath1@sina.cn


[^0]:    Mathematics subject classification (2010): 47B49.
    Keywords and phrases: Factor, *-Lie automorphism, 2-local *-Lie automorphism.

    * Corresponding author.

