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#### Abstract

For $q \times q$ positive measures of the form $e^{-x t} \sigma(d x)$ on $[0, \infty)$ with respect to $x$ and $t \geqslant 0$, we derive the matrix Toda equations for the three-term recurrence relation coefficients of the corresponding orthogonal matrix polynomials. Additionally, relations for the matrix version of the Volterra lattice and associated orthogonal polynomials are attained.


## 1. Introduction

The transformed scalar Toda lattice

$$
\begin{equation*}
\dot{\alpha}_{n}=\lambda_{n+1}-\lambda_{n}, \quad \dot{\lambda}_{n+1}=\lambda_{n+1}\left(\alpha_{n+1}-\alpha_{n}\right), \quad n=1,2, \ldots, \tag{1.1}
\end{equation*}
$$

where $\alpha_{n}=\alpha_{n}(t)$ and $\lambda_{n}=\lambda_{n}(t)$ are the coefficients of the three-term recurrence relation

$$
p_{n}(z, t)=\left(z-\alpha_{n}(t)\right) p_{n-1}(z, t)-\lambda_{n}(t) p_{n-2}(z, t), \quad n=1,2, \ldots
$$

with $p_{0}:=1$ and $p_{-1}:=0$, was considered in [30], [3], [35], [36], [34], [40], [38], [41], [4] and references therein. In these works, the complete integrability, the relations to orthogonal polynomials, inverse problems and the physical application of the Toda lattice are discussed. Here and in the sequel, the overdot denotes the derivative with respect to $t$.

The operator and matrix version of the Toda lattice was considered by Berezanskii and Gekhtman in [6] under the assumption that the Lax equation is satisfied. In [33], a perturbation of a measure similar to that considered in the present work but defined on the full line is studied. In [1], non-Abelian $2 D$ Toda hierarchies via orthogonal matrix polynomials are studied. In [10], the bidimensional Toda lattice related to matrix coefficients of three-term relations is discussed. The Toda system for a certain Laguerre-type perturbation with the help of orthogonal matrix polynomials is treated in [11].

[^0]In this work, we derive the matrix version of the Toda equations (1.1) for the $q \times q$ matrix coefficients $A_{r, j}(t), B_{r, j}(t)$ of the relation

$$
\begin{align*}
P_{r, j+1}(z, t) & =\left(z I_{q}-A_{r, j}(t)\right) P_{r, j}(z, t)-B_{r, j-1}^{*}(t) P_{r, j-1}(z, t), \quad j \geqslant 1,  \tag{1.2}\\
P_{r, 0}(z, t) & =I_{q}, \quad P_{r, 1}(z, t)=z I_{q}-A_{r, 0}(t) \tag{1.3}
\end{align*}
$$

for $r=1,2$ and $t \in[0,+\infty)$. The $q \times q$ matrices $A_{r, j}(t), B_{r, j}(t), P_{r, j}(z, t)$ are constructed via the sequence of moments $\left(s_{j}(t)\right)_{j=0}^{\infty}$ with

$$
\begin{equation*}
s_{j}(t):=\int_{[0, \infty)} x^{j} e^{-t x} \sigma(d x) \tag{1.4}
\end{equation*}
$$

and $t \in[0,+\infty)$, which are well-defined for $j \geqslant 0$. Here $I_{q}$ denotes the $q \times q$ identity matrix, and $A^{*}$ stands for the conjugate transpose of $A$. We assume that $\sigma$ is a matrix-valued positive measure on $[0, \infty)$. Furthermore, in the sequel we assume that the Hankel block matrices

$$
H_{1, j}(t):=\left(\begin{array}{cccc}
s_{0}(t) & s_{1}(t) & \ldots & s_{j}(t)  \tag{1.5}\\
s_{1}(t) & s_{2}(t) & \ldots & s_{j+1}(t) \\
\vdots & \vdots & \vdots & \vdots \\
s_{j}(t) & s_{j+1}(t) & \ldots & s_{2 j}(t)
\end{array}\right), H_{2, j}(t):=\left(\begin{array}{cccc}
s_{1}(t) & s_{2}(t) & \ldots & s_{j+1}(t) \\
s_{2}(t) & s_{3}(t) & \ldots & s_{j+1}(t) \\
\vdots & \vdots & \vdots & \vdots \\
s_{j+1}(t) & s_{j+1}(t) & \ldots & s_{2 j+1}(t)
\end{array}\right)
$$

are both positive definite for $j \geqslant 0$ and $t \in[0,+\infty)$. An accurate definition of the matrices $A_{r, j}(t), B_{r, j}(t)$, and $P_{r, j}(x, t)$ will be given in Definitions 2.3 and 2.2, respectively. A proof of the three-term relation (1.2) is given without using the orthogonality properties of the matrix polynomials $P_{r, j}$ (as in [33, Proposition 3] and [19, Proposition 3.7]). We employ certain identities instead. See Section 3.

Note that $s_{0}(t)$ is the Laplace transform of the measure $\sigma(x)$; such a transform was studied in [7, Chapter II] by Christian Berg, Jens Christensen and Paul Ressel. See also [21], [39] and references therein.

Additionally, the matrix version of the Volterra lattice is proved in Proposition 5.1. The scalar version of the Volterra lattice is given by the relation [35, Equation (1.5)]

$$
\begin{equation*}
\dot{\lambda}_{n}=\lambda_{n}\left(\lambda_{n+1}-\lambda_{n-1}\right), \quad n=2,3, \ldots . \tag{1.6}
\end{equation*}
$$

Moreover, we prove some relations that involve the derivative of the associated matrix polynomials of order $k$, where $k$ is a nonnegative integer. See Section 6. The scalar version of these polynomials is defined by the recurrence relation [36, Equation (1.3)]:

$$
p_{n}^{(k)}(z, t)=\left(z-\alpha_{n+k}(t)\right) p_{n-1}^{(k)}(z, t)-\lambda_{n+k}(t) p_{n-2}^{(k)}(z, t), \quad n=1,2, \ldots,
$$

with $p_{0}^{(k)}:=1$ and $p_{-1}^{(k)}:=0$.
It is well-known that if the the matrices $H_{1, j}(t)$ and $H_{2, j}(t)$ are nonnegative definite matrices for $j \geqslant 0$ there is a solution to the Stieltjes matrix moment problem:

Given a sequence $\left(s_{j}(t)\right)_{j \geqslant 0}$ of $q \times q$ matrices, find the set $\mathscr{M}_{t}$ of positive measures $e^{-t x} \sigma(d x)$ for $x$ belonging to $[0,+\infty)$ and $t \in[0,+\infty)$ such that (1.4) holds for $j \geqslant 0$. Let $e^{-t x} \sigma(d x) \in \mathscr{M}_{t}$. The function

$$
s(z, t):=\int_{[0,+\infty)} \frac{e^{-x t} \sigma(d x)}{x-z}, \quad z \in \mathbb{C} \backslash[0,+\infty)
$$

is called the Stieltjes transform of $e^{-t x} \sigma(d x)$. The asymptotic relation between the Stieltjes transform $s(z, t)$ and the moments $s_{j}(t)$ near the point $z=+\infty$ reads

$$
\begin{equation*}
s(z, t)=-\frac{s_{0}(t)}{z}-\frac{s_{1}(t)}{z^{2}}-\ldots-\frac{s_{j}(t)}{z^{j+1}}-\ldots \tag{1.7}
\end{equation*}
$$

From (1.4) for $[0,+\infty)$, we get the following obvious equality:

$$
\begin{equation*}
\dot{s}_{j}(t)=-s_{j+1}(t) . \tag{1.8}
\end{equation*}
$$

On other hand, by employing (1.7) and (1.8) we attain the following relation:

$$
\dot{s}(z, t)=-s_{0}(t)-z s(z, t) .
$$

Further properties of the Stieltjes transform $s(z, t)$ will be studied elsewhere.
Throughout the work, we use some results and notations from [13]; in particular, we repeatedly employ the Schur complements $\widehat{H}_{r, j}(2.5),(2.6)$, as well as certain block partitions of the Hankel block matrices $H_{r, j}$ and their inverses. The main results of the present work are principally based on explicit algebraic and differential identities between the mentioned parts. See Section 3. Similar identities, in the frame of the Potapov approach [37], appeared in a number of works on matrix interpolation problems, which include matrix moment problems on the real axis and orthogonal matrix polynomials as well as orthogonal matrix functions. The Potapov approach consists of reducing a general interpolation problem (which includes the moment problem) into certain matrix inequalities for analytic functions that are solved with the help of the construction of the resolvent matrix, also known as the Nevanlinna matrix. See [31], [27], [20], [28], [15] and references therein.

The present work differs from previous works concerning the matrix Toda equations [6], [33], [1] as follows: Firstly, the perturbed measure $\sigma$ is defined on $[0,+\infty$ ) instead of on all real axis. Secondly, we decisively make use of the Schur complements $\widehat{H}_{r, j}$ to handle the coefficients $A_{r, j}$ and $B_{r, j}$, and we do not employ their integral representations. Thirdly, we do not use the orthogonality properties of polynomials $P_{r, j}$.

Future work can be devoted to the study of Lax pairs corresponding to the matrix Toda sequence; see Definition 4.1. Our motivation is to follow the papers [14], [17] and [16] in order to attain applications of the polynomials $P_{r, j}(x, t)$ to the control theory of systems described by differential equations and to the problem of the stability of polynomials with interval coefficients.

## 2. Preliminaries and notations

Throughout this paper, let $q$ and $p$ be positive integers. We will use $\mathbb{C}, \mathbb{N}_{0}$ and $\mathbb{N}$ to denote the set of all complex numbers, the set of all nonnegative integers and the set of all positive integers, respectively. The notation $\mathbb{C}^{q \times q}$ stands for the set of all complex $q \times q$ matrices. For the null matrix that belongs to $\mathbb{C}^{p \times q}$, we will write $0_{p \times q}$. We denote by $0_{q}$ the null matrix in $\mathbb{C}^{q \times q}$, respectively. In cases where the sizes of the null and the identity matrix are clear, we will omit the indices.

Let

$$
y_{[j, k]}(t):=\operatorname{column}\left(s_{j}(t), s_{j+1}(t), \ldots, s_{k}(t)\right), \quad 0 \leqslant j \leqslant k
$$

and $y_{[j, k]}(t)=0_{q}$, if $j>k$,

$$
\begin{equation*}
u_{1,0}(t):=0_{q}, u_{1, j}(t):=\binom{0_{q}}{-y_{[0, j-1]}(t)}, \quad u_{2, j}(t):=-y_{[0, j]}(t), \quad j \geqslant 1 . \tag{2.1}
\end{equation*}
$$

Consider

$$
\begin{equation*}
Y_{1, j}(t):=y_{[j, 2 j-1]}(t), \quad Y_{2, j}(t):=y_{[j+1,2 j]}(t), \quad j \geqslant 1 . \tag{2.2}
\end{equation*}
$$

Let $R_{j}: \mathbb{C} \rightarrow \mathbb{C}^{(j+1) q \times(j+1) q}$ be given by

$$
\begin{equation*}
R_{j}(z):=\left(I_{(j+1) q}-z T_{j}\right)^{-1}, \quad j \geqslant 0 \tag{2.3}
\end{equation*}
$$

with

$$
T_{0}:=0_{q}, \quad T_{j}:=\left(\begin{array}{cc}
0_{q \times j q} & 0_{q} \\
I_{j q} & 0_{j q \times q}
\end{array}\right), \quad j \geqslant 1 .
$$

Observe that for each $j \in \mathbb{N}_{0}$ the matrix-valued function $R_{j}$ can be represented via

$$
R_{j}(z)=\left(\begin{array}{cccccc}
I_{q} & 0_{q} & 0_{q} & \ldots & 0_{q} & 0_{q} \\
z I_{q} & I_{q} & 0_{q} & \ldots & 0_{q} & 0_{q} \\
z^{2} I_{q} & z I_{q} & I_{q} & \ldots & 0_{q} & 0_{q} \\
\vdots & \vdots & \vdots & . & \vdots & \vdots \\
z^{j} I_{q} & z^{j-1} I_{q} & z^{j-2} I_{q} & \ldots & z I_{q} & I_{q}
\end{array}\right) .
$$

Furthermore, let

$$
\begin{equation*}
v_{0}:=I_{q}, \quad v_{j}:=\binom{I_{q}}{0_{j q \times q}}=\binom{v_{j-1}}{0_{q}} \tag{2.4}
\end{equation*}
$$

for positive integers $j$.

DEFINITION 2.1. A sequence of matrix moments $\left(s_{j}(t)\right)_{j=0}^{\infty}$ is called a Stieltjes positive definite sequence if the Hankel block matrices $H_{1, j}(t)$ and $H_{2, j}(t)$ defined as in (1.5) are positive definite for $j \geqslant 0$ and $t \in[0,+\infty)$.

In the sequel, we consider only Stieltjes positive definite sequences.
For $t \in[0,+\infty)$, let $\widehat{H}_{1, j}$ (resp. $\widehat{H}_{2, j}$ ) denote the Schur complement of the block $H_{1, j-1}$ in $H_{1, j}$ (resp. of the block $H_{2, j-1}$ in $H_{2, j}$ ):

$$
\begin{align*}
& \widehat{H}_{1,0}(t):=s_{0}(t), \widehat{H}_{1, j}(t):=s_{2 j}(t)-Y_{1, j}^{*}(t) H_{1, j-1}^{-1}(t) Y_{1, j}(t), \quad j \geqslant 1,  \tag{2.5}\\
& \widehat{H}_{2,0}(t):=s_{1}(t), \widehat{H}_{2, j}(t):=s_{2 j+1}(t)-Y_{2, j}^{*}(t) H_{2, j-1}^{-1}(t) Y_{2, j}(t), \quad j \geqslant 1 . \tag{2.6}
\end{align*}
$$

These matrices are positive definite matrices, as well as the matrices $H_{1, j}\left(\operatorname{resp} . H_{2, j}\right)$. In the scalar case, the matrices $\widehat{H}_{1, j}$ and $\widehat{H}_{1, j}$ have the form

$$
\begin{equation*}
\widehat{H}_{1, j}=\frac{\left|H_{1, j}\right|}{\left|H_{1, j-1}\right|}, \quad \widehat{H}_{2, j}=\frac{\left|H_{2, j}\right|}{\left|H_{2, j-1}\right|} \tag{2.7}
\end{equation*}
$$

where $\left|\widehat{H}_{r, j}\right|$ denotes the determinant of $\widehat{H}_{r, j}$. Equality (2.7) is readily proved by calculating the determinant of the Schur complement $\widehat{H}_{r, j}$. See [9, Proposition 8.2.3].

Usually we will omit the dependence of $t$ in $s_{j}, H_{r, j}, Y_{r, j}$ and $u_{r, j}$ for $r=1,2$. The matrix polynomials of the following definition were considered in [13, Definition 4.1] for $t=0$.

DEfinition 2.2. For $t \in[0,+\infty)$, let $\left(s_{j}(t)\right)_{j=0}^{\infty}$ be an infinite Stieltjes positive definite sequence as in (1.4), and denote

$$
\begin{equation*}
P_{1,0}(z, t):=I_{q}, \quad Q_{1,0}(z, t):=0_{q}, \quad P_{2,0}(z, t):=I_{q}, \quad Q_{2,0}(z, t):=s_{0} \tag{2.8}
\end{equation*}
$$

For $j \geqslant 1$, let

$$
\begin{align*}
P_{1, j}(z, t) & :=\left(-Y_{1, j}^{*} H_{1, j-1}^{-1}, I_{q}\right) R_{j}(z) v_{j}  \tag{2.9}\\
P_{2, j}(z, t) & :=\left(-Y_{2, j}^{*} H_{2, j-1}^{-1}, I_{q}\right) R_{j}(z) v_{j}  \tag{2.10}\\
Q_{1, j}(z, t) & :=-\left(-Y_{1, j}^{*} H_{1, j-1}^{-1}, I_{q}\right) R_{j}(z) u_{1, j} \tag{2.11}
\end{align*}
$$

and

$$
\begin{equation*}
Q_{2, j}(z, t):=-\left(-Y_{2, j}^{*} H_{2, j-1}^{-1}, I_{q}\right) R_{j}(z) u_{2, j} \tag{2.12}
\end{equation*}
$$

Note that the matrix polynomials $P_{r, j}$ and $Q_{r, j}$ satisfy the following orthogonality and integral properties.

REMARK 2.1. For $t \in[0,+\infty)$, let $\left(s_{j}(t)\right)_{j \geqslant 0}$ be a Stieltjes positive definite sequence related to a positive measure $e^{-x t} \sigma(d x)$ as in (1.4). Let $P_{r, j}$ and $Q_{r, j}$ be as in Definition 2.2. Thus, the following equalities hold:

$$
\begin{aligned}
& \int_{[0,+\infty)} e^{-t x} P_{1, j}(t, x) \sigma(d x) P_{1, k}^{*}(t, x)= \begin{cases}\widehat{H}_{1, j}(t), & \text { if } j=k, \\
0_{q}, & \text { if } j \neq k,\end{cases} \\
& \int_{[0,+\infty)} x e^{-t x} P_{2, j}(t, x) \sigma(d x) P_{2, k}^{*}(t, x)= \begin{cases}\widehat{H}_{2, j}(t), & \text { if } j=k, \\
0_{q}, & \text { if } j \neq k,\end{cases}
\end{aligned}
$$

for $t \in[0,+\infty)$ and $j, k \in \mathbb{N}_{0}$. Moreover,

$$
\begin{aligned}
& Q_{1, j}(t, x)=\int_{[0,+\infty)} \frac{1}{x-\tau}\left(P_{1, j}(t, x)-P_{1, j}(t, \tau)\right) e^{-t \tau} \sigma(d \tau) \\
& Q_{2, j}(t, x)=\int_{[0,+\infty)} \frac{1}{x-\tau}\left(x P_{2, j}(t, x)-\tau P_{2, j}(t, \tau)\right) e^{-t \tau} \tau \sigma(d \tau)
\end{aligned}
$$

for $t \in[0,+\infty)$ and $j \in \mathbb{N}_{0}$.
The proof of these equalities can be verified by direct calculations as in [13, Remark D.6] and [13, Remark E.4] where the case $t=0$ was proven.

DEFINITION 2.3. Let $\widehat{H}_{1, j}$ and $\widehat{H}_{2, j}$ be as in (2.5) and (2.6), respectively. For $t \in[0,+\infty)$, define

$$
\begin{align*}
& A_{1,0}(t):=\widehat{H}_{2,0}(t) \widehat{H}_{1,0}^{-1}(t),  \tag{2.13}\\
& A_{1, j}(t):=\widehat{H}_{2, j}(t) \widehat{H}_{1, j}^{-1}(t)+\widehat{H}_{1, j}(t) \widehat{H}_{2, j-1}^{-1}(t), j \geqslant 1,  \tag{2.14}\\
& A_{2, j}(t):=\widehat{H}_{1, j+1}(t) \widehat{H}_{2, j}^{-1}(t)+\widehat{H}_{2, j}(t) \widehat{H}_{1, j}^{-1}(t), j \geqslant 0 . \tag{2.15}
\end{align*}
$$

For $r=1,2, j \geqslant 0$ and $t \in[0,+\infty)$, denote

$$
\begin{equation*}
B_{r, j}(t):=\widehat{H}_{r, j}^{-1}(t) \widehat{H}_{r, j+1}(t) \tag{2.16}
\end{equation*}
$$

In [13, Theorem 9.3(b)], the matrices $A_{r, j}$ and $B_{r, j}$ are obtained via the so-called Dyukarev-Stieltjes parameters [13, Definition 2.3].

In the scalar case, the matrices $A_{r, j}$ and $B_{r, j}$ have the form $A_{1,0}=\frac{s_{1}}{s_{0}}, A_{2,0}=\frac{s_{2}}{s_{1}}$ :

$$
\begin{aligned}
A_{1,1} & =\frac{\left|H_{2,1}\right| H_{1,0}}{H_{2,0}\left|H_{1,1}\right|}+\frac{\left|H_{1,1}\right|}{H_{1,0} H_{2,0}}, \\
A_{1, j} & =\frac{\left|H_{2, j}\right|\left|H_{1, j-1}\right|}{\left|H_{2, j-1}\right|\left|H_{1, j}\right|}+\frac{\left|H_{1, j}\right|\left|H_{2, j-2}\right|}{\left|H_{1, j-1}\right|\left|H_{2, j-1}\right|}, \\
A_{2, j} & =\frac{\left|H_{1, j+1}\right|\left|H_{2, j-1}\right|}{\left|H_{1, j}\right|\left|H_{2, j}\right|}+\frac{\left|H_{2, j}\right|\left|H_{1, j-1}\right|}{\left|H_{2, j-1}\right|\left|H_{1, j}\right|},
\end{aligned}
$$

for $j \geqslant 1$. Furthermore, $B_{1,0}=\frac{\left|H_{1,1}\right|}{s_{0}^{2}}, B_{2,0}=\frac{\left|H_{2,1}\right|}{s_{1}^{2}}$ and $B_{r, j}=\frac{\left|H_{r, j-1}\right|\left|H_{r, j+1}\right|}{\left|H_{r, j}\right|^{2}}$, for $j \geqslant 1$.
In Subsection 5.1, we prove the following proposition using identities of Section 3 without employing the orthogonality condition.

Proposition 2.1. Let $P_{r, j}$ for $r=1,2$ be as in Definition 2.2, and let $A_{r, j}, B_{r, j}$ be as in Definition 2.3. The polynomials $P_{r, j}, r=1,2$ satisfy the recurrence relation (1.2) and (1.3).

Observe that relation (1.2) was proved in [19] with the help of the orthogonality condition. See also [29].

## 3. Algebraic and differential identities

In this section, we introduce relevant algebraic and differential identities, which will allow proving the main results of the present work. For each positive integer $n$, let

$$
\begin{equation*}
L_{1, n}:=\left(\delta_{j, k+1} I_{q}\right)_{\substack{j=0, \ldots, n \\ k=0, \ldots, n-1}} \text { and } L_{2, n}:=\left(\delta_{j, k} I_{q}\right)_{\substack{j=0, \ldots, n \\ k=0, \ldots, n-1}}^{\substack{0,}} \tag{3.1}
\end{equation*}
$$

where $\delta_{j, k}$ is the Kronecker symbol: $\delta_{j, k}:=1$ if $j=k$ and $\delta_{j, k}:=0$ if $j \neq k$.
For $j \geqslant 1$, let

$$
\begin{align*}
& \Sigma_{r, j}:=\binom{-H_{r, j-1}^{-1} Y_{r, j}}{I_{q}}, \quad r=1,2,  \tag{3.2}\\
& Y_{0, j}:=y_{[1, j]}, \quad Y_{3, j}:=y_{[j+2,2 j+1]}, \tag{3.3}
\end{align*}
$$

and

$$
H_{3, j}:=\left(\begin{array}{cccc}
s_{2} & s_{3} & \ldots & s_{j+2}  \tag{3.4}\\
s_{3} & s_{4} & \ldots & s_{j+3} \\
\vdots & \vdots & \vdots & \vdots \\
s_{j+2} & s_{j+1} & \ldots & s_{2 j+2}
\end{array}\right), \quad j \geqslant 0 .
$$

Proposition 3.1. For $r=1,2$, let $H_{r, j}, Y_{0, j}, Y_{3, j}, v_{j}, L_{1, j}, Y_{r, j}, \widehat{H}_{r, j}$ and $\Sigma_{r, j}$ be as in (1.5), (3.3), (2.4), (3.1), (2.2), (2.5), (2.6), (3.2) and (3.4), respectively. The following identities then hold:

$$
\left.\begin{array}{rl}
H_{2, j}^{-1} Y_{0, j+1} & =v_{j}, \\
H_{1, j}^{-1} H_{2, j} & =\left(L_{1, j}, H_{1, j}^{-1} Y_{1, j+1}\right), \\
H_{2, j}^{-1} H_{3, j} & =\left(L_{1, j}, H_{2, j}^{-1} Y_{2, j+1}\right), \\
Y_{1, j+1}^{*} H_{1, j}^{-1} H_{2, j}-Y_{2, j+1}^{*} & =-\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{1, j+1}\right), \\
-Y_{1, j}^{*} H_{1, j-1}^{-1} Y_{2, j}+s_{2 j+1} & =\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{1, j}\right) H_{2, j-1}^{-1} Y_{2, j}+\widehat{H}_{2, j}, \\
\left(0_{q},-Y_{2, j}^{*} H_{2, j-1}^{-1}\right) H_{1, j}+Y_{1, j+1}^{*} & =\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{2, j}\right), \\
\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{1, j}\right) H_{1, j-1}^{-1} & =\widehat{H}_{1, j} \widehat{H}_{1, j-1}^{-1}\left(-Y_{1, j-1}^{*} H_{1, j-2}^{-1}, I_{q}\right), \\
\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{2, j}\right) H_{2, j-1}^{-1} & =\widehat{H}_{2, j} \widehat{H}_{2, j-1}^{-1}\left(-Y_{2, j-1}^{*} H_{2, j-2}^{-1}, I_{q}\right), \\
\Sigma_{1, j}^{*}-\Sigma_{2, j-1}^{*} L_{1, j}^{*}+\widehat{H}_{2, j-1} \widehat{H}_{1, j-1}^{-1} \Sigma_{1, j-1}^{*} L_{2, j}^{*} & =0_{q \times j q}, \\
\Sigma_{2, j}^{*}-\Sigma_{1, j}^{*}+\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1} \Sigma_{2, j-1}^{*} L_{2, j}^{*} & =0_{q \times j q}, \\
\Sigma_{1, j}^{*} H_{2, j} \Sigma_{1, j} & =\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1} \widehat{H}_{1, j}+\widehat{H}_{2, j}, \\
0_{q} \\
0_{q}  \tag{3.17}\\
\left.-H_{2, j-1}^{-1} Y_{2, j}\right){ }_{I_{q}}^{*} H_{1, j+1}\left(-H_{2, j-1}^{-1} Y_{2, j}\right) & =\Sigma_{2, j}^{*} H_{3, j} \Sigma_{2, j}, \\
I_{q}
\end{array}\right),
$$

Proof. Equalities (3.5) through (3.7) are readily verified. To prove (3.8), we use (3.6) and (2.5). We have

$$
\begin{aligned}
Y_{1, j+1}^{*} H_{1, j}^{-1} H_{2, j}-Y_{2, j+1}^{*} & =Y_{1, j+1}^{*}\left(L_{1, j}, H_{1, j}^{-1} Y_{1, j+1}\right)-Y_{2, j+1}^{*} \\
& =\left(Y_{1, j+1}^{*} L_{1, j}, Y_{1, j+1}^{*} H_{1, j}^{-1} Y_{1, j+1}\right)-Y_{2, j+1}^{*} \\
& =\left(0_{q}, \ldots, 0_{q}, Y_{1, j+1}^{*} H_{1, j}^{-1} Y_{1, j+1}\right)-Y_{2, j+1}^{*}=-\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{1, j+1}\right) .
\end{aligned}
$$

Equality (3.9) is verified by employing (2.6) and (3.8). To verify (3.10), we use the equality

$$
H_{1, j}=\left(\begin{array}{cc}
s_{0} & Y_{0, j}^{*}  \tag{3.18}\\
Y_{0, j} & H_{3, j-1}
\end{array}\right)
$$

as well as (3.5), (3.7) and (2.6). We have

$$
\begin{aligned}
\left(0_{q},-Y_{2, j}^{*} H_{2, j-1}^{-1}\right) H_{1, j}+Y_{1, j+1}^{*} & =\left(-Y_{2, j}^{*} H_{2, j-1}^{-1} Y_{0, j},-Y_{2, j}^{*} H_{2, j}^{-1} H_{3, j-1}+Y_{1, j+1}^{*}\right. \\
& =\left(-Y_{2, j}^{*} v_{j-1},-Y_{2, j}^{*} L_{1, j},-Y_{2, j}^{*} H_{2, j-1}^{-1} Y_{2, j}\right)+Y_{1, j+1}^{*} \\
& =\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{2, j}\right)
\end{aligned}
$$

To prove (3.11) and (3.12), one employs the equality

$$
H_{r, j}^{-1}=\left(\begin{array}{cc}
H_{r, j-1}^{-1} & 0_{j q \times q}  \tag{3.19}\\
0_{q \times j q} & 0_{q \times q}
\end{array}\right)+\binom{-H_{r, j-1}^{-1} Y_{r, j}}{I_{q}} \widehat{H}_{r, j}^{-1}\left(-Y_{r, j}^{*} H_{r, j-1}^{-1}, I_{q}\right) .
$$

This equality is valid for $r=1,2$ because $H_{1, j}$ and $H_{2, j}$ are positive definite matrices. To prove (3.13), we use (3.2), (3.1), (3.18), (3.10) and (3.11). We have

$$
\begin{aligned}
& \Sigma_{1, j}^{*}-\Sigma_{2, j-1}^{*} L_{1, j}^{*}+\widehat{H}_{2, j-1} \widehat{H}_{1, j-1}^{-1} \Sigma_{1, j-1}^{*} L_{2, j}^{*} \\
= & \left(-Y_{1, j}^{*} H_{1, j-1}^{-1}, I_{q}\right)-\left(0_{q},-Y_{2, j-1}^{*} H_{2, j-2}^{-1}, I_{q}\right)+\widehat{H}_{2, j-1} \widehat{H}_{1, j-1}^{-1}\left(-Y_{1, j-1}^{*} H_{1, j-2}^{-1}, I_{q}, 0_{q}\right) \\
= & \left(\left(-Y_{1, j}^{*}+\left(0,-Y_{2, j-1}^{*} H_{2, j-1}^{-1}\right)\left(\begin{array}{cc}
s_{0} & Y_{0, j-1}^{*} \\
Y_{0, j-1} & H_{3, j-2}
\end{array}\right)\right) H_{1, j-1}^{-1}, 0_{q}\right) \\
& +\widehat{H}_{2, j-1} \widehat{H}_{1, j-1}^{-1}\left(-Y_{1, j-1}^{*} H_{1, j-2}^{-1}, I_{q}, 0_{q}\right) \\
= & \left(\left(-Y_{1, j}^{*}-\left(-Y_{2, j-1} v_{j-2},-Y_{2, j-1}^{*} L_{1, j-2},-Y_{2, j-1}^{*} H_{2, j-2} Y_{2, j-1}\right)\right) H_{1, j-1}^{-1}, 0_{q}\right) \\
& +\widehat{H}_{2, j-1} \widehat{H}_{1, j-1}^{-1}\left(-Y_{1, j-1}^{*} H_{1, j-2}^{-1}, I_{q}, 0_{q}\right) \\
= & -\left(\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{2, j-1}\right) H_{1, j-1}^{-1}, 0_{q}\right)+\widehat{H}_{2, j-1} \widehat{H}_{1, j-1}^{-1}\left(-Y_{1, j-1}^{*} H_{1, j-2}^{-1}, I_{q}, 0_{q}\right)=0_{q \times j q} .
\end{aligned}
$$

Now we prove (3.14). We use (3.2), (3.1), (3.8) and (3.19) for $r=2$ :

$$
\begin{aligned}
& \Sigma_{2, j}^{*}-\Sigma_{1, j}^{*}+\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1} \Sigma_{2, j-1}^{*} L_{2, j}^{*} \\
= & \left(-Y_{2, j}^{*} H_{2, j-1}^{-1}+Y_{1, j}^{*} H_{1, j-1}^{-1}, 0_{q}\right)+\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1}\left(-Y_{2, j-1}^{*} H_{2, j-2}^{-1}, I_{q}, 0_{q}\right) \\
= & -\left(\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{1, j}\right) H_{2, j-1}^{-1}, 0_{q}\right)+\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1}\left(-Y_{2, j-1}^{*} H_{2, j-2}^{-1}, I_{q}, 0_{q}\right)=0_{q \times j q} .
\end{aligned}
$$

We prove (3.15). By using (3.2) for $r=1$ and equality $H_{2, j}=\left(\begin{array}{cc}H_{2, j-1} & Y_{2, j} \\ Y_{2, j}^{*} & s_{2 j+1}\end{array}\right)$, we have

$$
\begin{align*}
\Sigma_{1, j}^{*} H_{2, j} \Sigma_{1, j} & =\left(-Y_{1, j}^{*} H_{1, j-1}^{-1}, I_{q}\right)\left(\begin{array}{cc}
H_{2, j-1} & Y_{2, j} \\
Y_{2, j}^{*} & s_{2 j+1}
\end{array}\right)\binom{-H_{1, j-1}^{-1} Y_{1, j}}{I_{q}} \\
& =\left(Y_{1, j}^{*} H_{1, j-1}^{-1} H_{2, j-1}-Y_{2, j}^{*}\right) H_{1, j-1}^{-1} Y_{1, j}-Y_{1, j}^{*} H_{1, j-1}^{-1} Y_{2, j}+s_{2 j+1}  \tag{3.20}\\
& =-\left(0_{q}, \ldots, 0_{q}, \widehat{H}_{1, j}\right)\left(H_{1, j-1}^{-1} Y_{1, j}-H_{2, j-1}^{-1} Y_{2, j}\right)+\widehat{H}_{2, j} \\
& =\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1} \widehat{H}_{1, j}+\widehat{H}_{2, j} .
\end{align*}
$$

In this chain of equalities, in the third equality we have added and subtracted the matrix $Y_{2, j}^{*} H_{2, j-1}^{-1} Y_{2, j}$. Furthermore, we used (3.8) and (2.6). Equality (3.16) follows by using the equality

$$
H_{1, j+1}=\left(\begin{array}{cc}
H_{1, j} & Y_{1, j+1}  \tag{3.21}\\
Y_{1, j+1}^{*} & s_{2 j+2}
\end{array}\right)
$$

and we have

$$
\begin{align*}
& \left(\begin{array}{c}
0_{q} \\
-H_{2, j-1}^{-1} Y_{2, j} \\
I_{q}
\end{array}\right)^{*} H_{1, j+1}\left(\begin{array}{c}
0_{q} \\
-H_{2, j-1}^{-1} Y_{2, j} \\
I_{q}
\end{array}\right) \\
= & \left(\left(0_{q},-Y_{2, j}^{*} H_{2, j-1}^{-1}\right) H_{1, j}+Y_{1, j+1}^{*}\right)\binom{0_{q}}{-H_{2, j-1}^{-1} Y_{2, j}}+\left(0_{q},-Y_{2, j}^{*} H_{2, j-1}^{-1}\right) Y_{1, j+1}+s_{2 j+2} \\
= & Y_{2, j}^{*} H_{2, j-1}^{-1} H_{3, j-1} H_{2, j-1}^{-1} Y_{2, j}-Y_{3, j}^{*} H_{2, j-1}^{-1} Y_{2, j}-Y_{2, j}^{*} H_{2, j-1}^{-1} Y_{3, j}+s_{2 j+2}  \tag{3.22}\\
= & \binom{-H_{2, j-1}^{-1} Y_{2, j}}{I_{q}}^{*} H_{3, j}\binom{-H_{2, j-1}^{-1} Y_{2, j}}{I_{q}}=\Sigma_{2, j}^{*} H_{3, j} \Sigma_{2, j} .
\end{align*}
$$

The second equality follows from (3.18).
Now we prove (3.17). By employing (3.15) and equality (3.21), we have

$$
\begin{aligned}
& \Sigma_{2, j}^{*} H_{3, j} \Sigma_{2, j} \\
= & \left(\left(0_{q},-Y_{2, j}^{*} H_{2, j-1}^{-1}\right) H_{1, j}+Y_{1, j+1}^{*}\right)\binom{0_{q}}{-H_{2, j-1}^{-1} Y_{2, j}}+\left(0_{q},-Y_{2, j}^{*} H_{2, j-1}^{-1}\right) Y_{1, j+1}+s_{2 j+2} \\
= & \left(\left(0_{q},-Y_{2, j}^{*} H_{2, j-1}^{-1}\right) H_{1, j}+Y_{1, j+1}^{*}\right) H_{1, j}^{-1}\left(H_{1, j}\binom{0_{q}}{-H_{2, j-1}^{-1} Y_{2, j}}+Y_{1, j+1}\right)+\widehat{H}_{1, j+1} \\
= & \left(0_{q}, \ldots, 0_{q}, \widehat{H}_{2, j}\right) H_{1, j}^{-1}\left(\begin{array}{c}
0_{q} \\
\cdots \\
0_{q} \\
\widehat{H}_{2, j}
\end{array}\right)+\widehat{H}_{1, j+1}=\widehat{H}_{1, j+1}+\widehat{H}_{2, j} \widehat{H}_{1, j}^{-1} \widehat{H}_{2, j} .
\end{aligned}
$$

In this chain of equalities, in the second equality we have added and subtracted the matrix $Y_{1, j+1}^{*} H_{1, j}^{-1} Y_{1, j+1}$. Furthermore, we used (2.5). In the third equality, we employed (3.10). Finally, the last equality follows from (3.19) for $r=1$.

REMARK 3.1. In [13], for $r=1,2$ the coefficient $A_{r, j}$ is defined as

$$
\begin{equation*}
A_{r, j}=M_{r, j} \widehat{H}_{r, j}^{-1} \tag{3.23}
\end{equation*}
$$

where $M_{r, j}:=\Sigma_{r, j}^{*} H_{r+1, j} \Sigma_{r, j}$. By using (3.15) and (3.17), the equivalence between (3.23) and (2.14) (resp. (2.15)) is evident.

The following remark alludes to the equivalence between the representation of coefficient $A_{1, j}$ given in (3.23) and in [33, Proposition 3].

REMARK 3.2. The coefficient $A_{1, j}$ satisfies the following equality:

$$
A_{1, j}=Y_{1, j+1}^{*} H_{1, j}^{-1} \lambda_{j}-Y_{1, j}^{*} H_{1, j-1}^{-1} \lambda_{j-1}
$$

for $j \geqslant 1$, where $\lambda_{j}$ is a $(j+1) q \times q$ matrix equal to column $\left(0_{q}, \ldots, 0_{q}, I_{q}\right)$.

Proof. By using the following equalities $Y_{1, j+1}^{*}-Y_{1, j}^{*} H_{1, j-1}^{-1} L_{1, j}^{*} H_{1, j}=\Sigma_{1, j}^{*} H_{2, j}$, $L_{1, j}^{*} \lambda_{j}=\lambda_{j-1}$ and $H_{1, j}^{-1} \lambda_{j}=\Sigma_{1, j} \widehat{H}_{1, j}^{-1}$, we have

$$
Y_{1, j+1}^{*} H_{1, j}^{-1} \lambda_{j}-Y_{1, j}^{*} H_{1, j-1}^{-1} \lambda_{j-1}=\Sigma_{1, j}^{*} H_{2, j} \Sigma_{1, j} \widehat{H}_{1, j}^{-1}
$$

In the following lemma, we calculate the derivative of the Schur complement $\widehat{H}_{r, j}$. We will employ (1.8), the obvious equalities

$$
\begin{equation*}
\dot{H}_{1, j}=-H_{2, j}, \quad \dot{H}_{2, j}=-H_{3, j} \tag{3.24}
\end{equation*}
$$

and the equality

$$
\begin{equation*}
\dot{A}^{-1}=-A^{-1} \dot{A} A^{-1} \tag{3.25}
\end{equation*}
$$

that is valid for every $q \times q$ invertible and differentiable matrix $A=A(t)$ for $t \in(0, \infty)$.

LEMMA 3.1. Let $\widehat{H}_{r, j}$ for $r=1,2$ be as in (2.5) and (2.6). For $t \in(0,+\infty)$, the following equalities are valid:

$$
\begin{align*}
& \dot{\hat{H}}_{1, j}=-\widehat{H}_{2, j}-\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1} \widehat{H}_{1, j}  \tag{3.26}\\
& \stackrel{\widehat{H}}{2, j}=-\widehat{H}_{1, j+1}-\widehat{H}_{2, j} \widehat{H}_{1, j}^{-1} \widehat{H}_{2, j} \tag{3.27}
\end{align*}
$$

Proof. To prove (3.26), we use (1.8), the first equality of (3.24), the equality $\dot{Y}_{1, j}=$ $-Y_{2, j}$ and (3.25). We have

$$
\begin{aligned}
\dot{\hat{H}}_{1, j} & =\dot{s}_{2 j}-\dot{Y}_{1, j}^{*} H_{1, j-1}^{-1} Y_{1, j}-Y_{1, j}^{*}\left(H_{1, j-1}^{-1}\right)^{\cdot} Y_{1, j}-Y_{1, j}^{*} H_{1, j-1}^{-1} \dot{Y}_{1, j} \\
& =-\left(Y_{1, j}^{*} H_{1, j-1}^{-1} H_{2, j-1}-Y_{2, j}^{*}\right) H_{1, j-1}^{-1} Y_{1, j}+Y_{1, j}^{*} H_{1, j-1}^{-1} Y_{2, j}-s_{2 j+1}=\Sigma_{1, j}^{*} H_{2, j} \Sigma_{1, j} \\
& =-\widehat{H}_{1, j} \widehat{H}_{2, j}^{-1} \widehat{H}_{1, j}-\widehat{H}_{2, j}
\end{aligned}
$$

In this chain of equalities, in the third equality one uses (3.20) and (3.15).
Now we prove (3.27). By employing (1.8), the second equality of (3.24) and (3.25), we get

$$
\begin{aligned}
\dot{\hat{H}}_{2, j} & =\dot{s}_{2 j+1}-\dot{Y}_{2, j}^{*} H_{2, j-1}^{-1} Y_{2, j}-Y_{2, j}^{*}\left(H_{2, j-1}^{-1}\right) \cdot Y_{2, j}-Y_{2, j}^{*} H_{2, j-1}^{-1} \dot{Y}_{2, j} \\
& =-s_{2 j+2}+Y_{3, j}^{*} H_{2, j-1}^{-1} Y_{1, j}-Y_{2, j}^{*} H_{2, j-1}^{-1} H_{3, j-1} H_{2, j-1}^{-1} Y_{2, j}+Y_{2, j}^{*} H_{2, j-1}^{-1} Y_{3, j} \\
& =-\Sigma_{2, j}^{*} H_{3, j} \Sigma_{2, j}=-\widehat{H}_{1, j+1}-\widehat{H}_{2, j} \widehat{H}_{1, j}^{-1} \widehat{H}_{2, j} .
\end{aligned}
$$

In this chain of equalities, the third equality follows from (3.22).
Finally, we calculate the derivative of $\Sigma_{r, j}$ with respect to $t$.
REMARK 3.3. For $r=1,2$ and $t \in(0,+\infty)$, the following identity is valid:

$$
\begin{equation*}
\dot{\Sigma}_{r, j}=\widehat{H}_{r, j} \widehat{H}_{r, j-1}^{-1}\left(\Sigma_{r, j-1}, 0_{q}\right), \quad j \geqslant 1 . \tag{3.28}
\end{equation*}
$$

Proof. We use (3.2), the identity $\dot{Y}_{r, j}=-Y_{r+1, j}$, (3.25) and (3.24). We then have

$$
\begin{aligned}
\left(-Y_{r, j}^{*} H_{r, j-1}^{-1}, I_{q}\right)^{\cdot} & =\left(\left(Y_{r+1, j}^{*}-Y_{r, j}^{*} H_{r, j-1}^{-1} H_{r+1, j-1}\right) H_{r, j-1}^{-1}, 0_{q}\right) \\
& =\widehat{H}_{r, j} \widehat{H}_{r, j-1}^{-1}\left(-Y_{r, j}^{*} H_{r, j-1}^{-1}, I_{q}, 0_{q}\right) .
\end{aligned}
$$

Now we are ready to state and prove the main theorem of the present work.

## 4. Matrix Toda equation

In this section, we consider the matrix generalization of the transformed Toda lattice (1.1). In [10, Theorem 4 and Theorem 5], a similar generalization is performed for the coefficients of the three-term recurrence relation of bivariate orthogonal polynomials. These coefficients are matrices of different dimensions, and the measure that guarantees the orthogonality is a scalar measure. In [6, Example 2.2], a specific $2 \times 2$ Toda equation is considered.

The following remark readily follows from (2.14), (2.15), (3.26) and (3.27).
REMARK 4.1. Let $A_{r, j}$ and $\widehat{H}_{r, j}$ be as in (2.13) through (2.15). The following equality is then valid:

$$
\begin{equation*}
A_{r, j}=-\dot{\widehat{H}}_{r, j} \widehat{H}_{r, j}^{-1}, \quad r=1,2, \quad j \geqslant 0 \tag{4.1}
\end{equation*}
$$

THEOREM 4.1. Let $A_{r, j}$ and $B_{r, j}$ be as in Definition 2.3. For $r=1,2$, the following identities are valid:

$$
\begin{align*}
\dot{A}_{r, 0} & =-B_{r, 0}^{*}  \tag{4.2}\\
\dot{A}_{r, j} & =B_{r, j-1}^{*}-B_{r, j}^{*},  \tag{4.3}\\
\dot{B}_{r, j}^{*} & =B_{r, j}^{*} A_{r, j}-A_{r, j+1} B_{r, j}^{*}, \tag{4.4}
\end{align*}
$$

for $j \geqslant 1$ and $t \in(0,+\infty)$.

Proof. We prove (4.2) for $r=1$. We have

$$
\begin{aligned}
& \dot{A}_{1,0}=\left(s_{1} s_{0}^{-1}\right)^{\cdot}=-\left(s_{2}-s_{1} s_{0}^{-1} s_{1}\right) s_{0}^{-1}=-\widehat{H}_{1,1} \widehat{H}_{1,0}^{-1}=-B_{1,0}^{*} \\
& \dot{A}_{2,0}=\left(s_{2} s_{0}^{-1}\right)^{\cdot}=-\left(s_{3}-s_{2} s_{1}^{-1} s_{2}\right) s_{1}^{-1}=-\widehat{H}_{2,1} \widehat{H}_{2,0}^{-1}=-B_{2,0}^{*} .
\end{aligned}
$$

Now we prove (4.3) for $r=1$. By employing (2.14), (3.26) and (2.16) for $r=2$, we get

$$
\begin{aligned}
\dot{A}_{1, j} & =\dot{\hat{H}}_{2, j} \widehat{H}_{1, j}^{-1}-\widehat{H}_{2, j} \widehat{H}_{1, j}^{-1} \dot{\widehat{H}}_{1, j} \widehat{H}_{1, j}^{-1}+\dot{\widehat{H}}_{1, j} \widehat{H}_{2, j-1}^{-1}-\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1} \dot{\widehat{H}}_{2, j-1} \widehat{H}_{2, j-1}^{-1} \\
& =\widehat{H}_{1, j} \widehat{H}_{1, j-1}^{-1}-\widehat{H}_{1, j+1} \widehat{H}_{1, j}^{-1}=B_{1, j-1}^{*}-B_{1, j}^{*} .
\end{aligned}
$$

In a similar manner for $r=2$, one can prove (4.3).
Next we prove (4.4). By using (2.16) and (4.1), we get

$$
\begin{aligned}
\dot{B}_{r, j}^{*} & =\dot{\hat{H}}_{r, j+1} \widehat{H}_{r, j}^{-1}-\widehat{H}_{r, j+1} \widehat{H}_{r, j}^{-1} \dot{\widehat{H}}_{r, j} \widehat{H}_{r, j}^{-1}=-A_{r, j+1} \widehat{H}_{r, j+1} \widehat{H}_{r, j}^{-1}+\widehat{H}_{r, j+1} \widehat{H}_{r, j}^{-1} A_{r, j} \\
& =-A_{r, j+1} B_{r, j}^{*}+B_{r, j}^{*} A_{r, j} .
\end{aligned}
$$

Observe that (4.3) and (4.4) for $r=1$ were proven in [33, Proposition 5] by using different identities.

DEFInItIon 4.1. A sequence of matrices $\left(A_{r, j}, B_{r, j}\right)_{j \geqslant 0}$ that satisfies (4.2) through (4.4) is called the matrix Toda sequence.

In the following theorem, we express the first (resp. second) derivative with respect to $t$ of the matrix polynomials $P_{r, j}$ and $Q_{r, j}$ in terms of $P_{r, j}, A_{r, j}, B_{r, j}$ and $\dot{P}_{r, j}$ for $t \in(0,+\infty)$.

Theorem 4.2. Let $P_{r, j}, Q_{r, j}, A_{r, j}, B_{r, j}$, be as in Definition 2.2 and Definition 2.3, respectively. Furthermore, let $\Sigma_{r, j}, L_{1, j}$ and $u_{2, j}$ be defined as in (3.2), the first equality of (3.1) and the third equality of (2.2). The following equalities are then valid:

$$
\begin{align*}
\dot{P}_{r, j}(z) & =B_{r, j-1}^{*} P_{r, j-1}(z), \quad j \geqslant 1,  \tag{4.5}\\
\ddot{P}_{r, j+1}(z) & =B_{r, j}^{*} A_{r, j} P_{r, j}(z)-A_{r, j+1} \dot{P}_{r, j+1}(z)+B_{r, j}^{*} \dot{P}_{r, j}(z), \quad j \geqslant 0 . \tag{4.6}
\end{align*}
$$

Moreover,

$$
\begin{align*}
& \dot{Q}_{1,1}(z)=-s_{1}, \quad \quad \dot{Q}_{2,1}(z)=B_{2,0}^{*} Q_{1,1}(z)+\Sigma_{2,1}^{*} R_{1}(z) L_{1,2}^{*} u_{2,2}  \tag{4.7}\\
& \dot{Q}_{1, j}(z)=B_{1, j-1}^{*} Q_{1, j-1}(z)+P_{1, j}(z) s_{0}+\Sigma_{1, j}^{*} R_{j}(z) u_{2, j}, \quad j \geqslant 2,  \tag{4.8}\\
& \dot{Q}_{2, j}(z)=B_{2, j-1}^{*} Q_{2, j-1}(z)+\Sigma_{2, j}^{*} R_{j}(z) L_{1, j+1}^{*} u_{2, j+1}, \quad j \geqslant 2 . \tag{4.9}
\end{align*}
$$

Proof. We prove (4.5) for $r=1$ and $j=1$, and we have

$$
\begin{aligned}
\dot{P}_{1,1}(z) & =\left(-s_{1} s_{0}^{-1}, I_{q}\right)^{\cdot} R_{1}(z) v_{1}=\left(-\left(s_{1} s_{0}^{-1}\right)^{\cdot}, 0_{q}\right) R_{1}(z) v_{1} \\
& =\left(\left(s_{2}-s_{1} s_{0}^{-1} s_{1}\right) s_{0}^{-1}, 0_{q}\right) R_{1}(z) v_{1}=\widehat{H}_{1,1} \widehat{H}_{1,0}^{-1}\left(I_{q}, 0_{q}\right)\binom{I_{q}}{z I_{q}}=B_{1,0}^{*} P_{1,0}(z) .
\end{aligned}
$$

For $j \geqslant 2$, we have

$$
\dot{P}_{1, j}(z)=\dot{\Sigma}_{1, j}^{*} R_{j}(z) v_{j}=\widehat{H}_{r, j} \widehat{H}_{1, j-1}\left(\Sigma_{r, j-1}, 0_{q}\right)\binom{R_{j-1}(z) v_{j-1}}{z^{j} I_{q}}=\widehat{H}_{1, j} \widehat{H}_{1, j-1}^{-1} P_{1, j-1}(z)
$$

Equality (4.6) is proved by using (4.5) and (4.4). Both equalities of relations (4.7) can be readily calculated. To prove (4.8) and (4.9), we use (3.28), (2.1), equalities $\dot{u}_{1, j}=-u_{2, j}-v_{j} s_{0}, \dot{u}_{2, j}=-L_{1, j+1} u_{2, j+1}$ and (2.9).
Note that (4.5) for $r=1$ was proved in [33, Proposition 5] by using different identities related to those we presented in Section 3.

In the next corollary, we express the second derivative of $P_{r, j+1}$ in terms of $P_{r, j}$, $A_{r, j}$ and $B_{r, j}$ with different values for $j$, respectively.

Corollary 4.1. The following identities are valid:

$$
\begin{aligned}
\ddot{P}_{r, j+1}(z)= & \left(B_{r, j-1} A_{r, j}-A_{r, j+1} B_{r, j}^{*}\right) P_{r, j}(z)+B_{r, j}^{*} B_{r, j-1}^{*} P_{r, j-1}(z) \\
\dddot{P}_{r, j+1}(z)= & \left(A_{r, j+1} B_{r, j}^{*}-B_{r, j}^{*} A_{r, j}\right) P_{r, j+1}+\left(B_{r, j+1}^{*} B_{r, j}^{*}-A_{r, j+1} B_{r, j}^{*} A_{r, j}+A_{r, j+1}^{2} B_{r, j}^{*}\right. \\
& \left.+z B_{r, j}^{*} A_{r, j}-z A_{r, j+1} B_{r, j}^{*}-2 B_{r, j}^{*^{2}}\right) P_{r, j}+\left(z I_{q}+A_{r, j+1}\right) B_{r, j}^{*} B_{r, j-1}^{*} P_{r, j-1}
\end{aligned}
$$

## 5. Matrix Volterra sequence

In this section, we treat the matrix generalization of the Volterra lattice also called Langmuir lattice or discrete Korteweg-de Vries (1.6). See also [5], [23], [4] and references therein.

The following definition appeared within the statement of [13, Proposition 9.4].
DEFINITION 5.1. For $t \in[0,+\infty)$, the sequence $\left(\zeta_{j}(t)\right)_{j \geqslant 1}$ of $q \times q$ matrices defined by

$$
\begin{align*}
\zeta_{1}(t) & :=0_{q},  \tag{5.1}\\
\zeta_{2 j}(t) & :=\widehat{H}_{2, j-1}(t) \widehat{H}_{1, j-1}^{-1}(t), \quad j \geqslant 1,  \tag{5.2}\\
\zeta_{2 j+1}(t) & :=\widehat{H}_{1, j}(t) \widehat{H}_{2, j-1}^{-1}(t), \quad j \geqslant 1, \tag{5.3}
\end{align*}
$$

is called the matrix Volterra sequence.
The next remark reproduces Proposition 9.4 of [13].
Remark 5.1. Let $A_{r, j}, B_{r, j}$ be as in Definition 2.3, and let $\zeta_{j}$ be as in Definition (5.1)-(2.6). For $j \geqslant 0$, the following identities are valid:

$$
\begin{array}{ll}
A_{1, j}=\zeta_{2 j+1}+\zeta_{2 j+2}, & B_{1, j}^{*}=\zeta_{2 j+3} \zeta_{2 j+2} \\
A_{2, j}=\zeta_{2 j+3}+\zeta_{2 j+2}, & B_{2, j}^{*}=\zeta_{2 j+4} \zeta_{2 j+3} \tag{5.5}
\end{array}
$$

The proof of the next lemma readily follows from Remark 5.1 and Theorem 4.1.

Lemma 5.1. Let $\zeta_{j}$ be as in (5.1)-(2.6). If $\left(\zeta_{j}\right)_{j \geqslant 1}$ is a Volterra sequence, then $\left(\zeta_{2, j+1}+\zeta_{2 j+2}, \zeta_{2 j+3} \zeta_{2 j+2}\right)_{j \geqslant 1}$ and $\left(\boldsymbol{\zeta}_{2 j+3}+\zeta_{2 j+2}, \zeta_{2 j+4} \zeta_{2 j+3}\right)_{j \geqslant 1}$ are matrix Toda sequences.

The next theorem is a generalization of [12, Equations (2.4) and(2.3)], where the orthogonality properties of the scalar version of $P_{1, j}$ and $P_{2, j}$ are used. Conversely, the proof of the following theorem is based on the identities of Section 3.

THEOREM 5.1. Let $P_{r, j}$ for $r=1,2$ be as in (2.9) and (2.10). Furthermore, let $\zeta_{j}$ be as in (5.1)-(2.6). The following equalities are valid:

$$
\begin{equation*}
P_{1, j+1}(z)-z P_{2, j}(z)+\zeta_{2 j+2} P_{1, j}(z)=0_{q} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{2, j+1}(z)-P_{1, j+1}(z)+\zeta_{2 j+3} P_{2, j}(z)=0_{q} \tag{5.7}
\end{equation*}
$$

Proof. We use the next identities:

$$
\begin{align*}
R_{j}(z) v_{j} & =L_{2, j+1}^{*} R_{j+1}(z) v_{j+1}  \tag{5.8}\\
z R_{j}(z) v_{j} & =L_{1, j+1}^{*} R_{j+1}(z) v_{j+1} \tag{5.9}
\end{align*}
$$

By replacing (5.8), (5.9) in (5.6), and (5.7), we have

$$
\begin{aligned}
& P_{1, j+1}(z)-z P_{2, j}(z)+\zeta_{2 j+2} P_{1, j}(z)=\left(\Sigma_{1, j+1}^{*}-\Sigma_{2, j}^{*} L_{1, j+1}^{*}+\zeta_{2 j+2} \Sigma_{1, j}^{*} L_{2, j+1}^{*}\right) R_{j+1}(z) v_{j+1} \\
& P_{2, j+1}(z)-P_{1, j+1}(z)+\zeta_{2 j+3} P_{2, j}(z)=\left(\Sigma_{2, j+1}^{*}-\Sigma_{1, j+1}^{*}+\zeta_{2 j+3} \Sigma_{2, j}^{*} L_{2, j+1}^{*}\right) R_{j+1}(z) v_{j+1}
\end{aligned}
$$

Equalities (5.6) and (5.7) readily follow by employing (3.13) and (3.14), respectively. Define

$$
\begin{equation*}
\widetilde{R}_{2 j}(z, t):=P_{1, j}\left(z^{2}, t\right), \quad \widetilde{R}_{2 j+1}(z, t):=z P_{2, j}\left(z^{2}, t\right), \quad j \geqslant 0 \tag{5.10}
\end{equation*}
$$

Note that the scalar version of $\widetilde{R}_{j}$ for $t=0$ was introduced in [12, Equation (2.2)]. Equalities (5.6) and (5.7) readily imply the following corollary.

COROLLARY 5.1. The polynomials $\left(\widetilde{R}_{j}\right)_{j \geqslant 0}$ satisfy the following three-term recursive relation:

$$
\widetilde{R}_{j}(z)=z \widetilde{R}_{j-1}(z)-\zeta_{j} \widetilde{R}_{j-2}(z), \quad j \geqslant 2
$$

The following result is a matrix generalization of the scalar Volterra lattice (1.6).
Proposition 5.1. Let $\zeta_{j}$ be as in Definition 5.1. For $t \in(0,+\infty)$, the following differential equation holds:

$$
\begin{equation*}
\dot{\zeta}_{j}=\zeta_{j} \zeta_{j-1}-\zeta_{j+1} \zeta_{j}, \quad j \geqslant 2 \tag{5.11}
\end{equation*}
$$

Proof. Let $j$ be an even number (resp. odd number) greater than 2. By taking the derivative with respect to $t$ and by using (3.26) (resp. (3.27)), we have

$$
\begin{equation*}
\dot{\zeta}_{2 j}=-\widehat{H}_{1, j} \widehat{H}_{1, j-1}^{-1}+\widehat{H}_{2, j-1} \widehat{H}_{2, j-2}^{-1} \tag{5.12}
\end{equation*}
$$

Moreover, we obtain

$$
\begin{equation*}
\dot{\zeta}_{2 j+1}=\widehat{H}_{1, j} \widehat{H}_{1, j-1}^{-1}-\widehat{H}_{2, j} \widehat{H}_{2, j-1}^{-1} \tag{5.13}
\end{equation*}
$$

The right-hand side of (5.12) is equivalent to

$$
-\widehat{H}_{1, j} \widehat{H}_{2, j-1}^{-1} \widehat{H}_{2, j-1}^{-1} \widehat{H}_{1, j-1}^{-1}+\widehat{H}_{2, j-1} \widehat{H}_{1, j-1}^{-1} \widehat{H}_{1, j-1} \widehat{H}_{2, j-2}^{-1} .
$$

Furthermore, by using (2.5) and (5.3), equality (5.11) is proved for even $j$. In a similar manner, equality (5.11) is proved for odd $j$.

### 5.1. Proof of Proposition 2.1

Now we come to the proof of Proposition 2.1, which was alluded to at the end of Section 2. We prove (1.3) for $r=1$. We omit the arguments $z$ and $t$ of $P_{1, j}, A_{1, j}$ and $B_{1, j}$, then we have

$$
\begin{aligned}
P_{1, j+1}-\left(z I_{q}-A_{1, j}\right) P_{1, j}+B_{1, j-1}^{*} P_{1, j-1} & =z P_{2, j}-z P_{1, j}+\zeta_{2 j+1} P_{1, j}+B_{1, j-1}^{*} P_{1, j-1} \\
& =\zeta_{2 j+1}\left(P_{1, j}-z P_{2, j}+\zeta_{2 j} P_{1, j-1}\right)=0_{q}
\end{aligned}
$$

In this chain of equalities, the first equality follows from (5.6) and first equality of (5.4). The second yields from equality (5.7), and the second equality of (5.4). The last equality is attained by using (5.6).

Now we prove (1.3) for $r=2$. By using (5.7) and the first equality of (5.5), we have

$$
\begin{aligned}
P_{2, j+1}-\left(z I_{q}-A_{2, j}\right) P_{2, j}+B_{2, j-1}^{*} P_{2, j-1} & =P_{1, j+1}-z P_{2, j}+\zeta_{2 j+2} P_{2, j}+B_{2, j-1}^{*} P_{2, j-1} \\
& =\zeta_{2 j+2}\left(-P_{1, j}+P_{2, j}+\zeta_{2 j+1} P_{2, j-1}\right)=0_{q}
\end{aligned}
$$

The second equality follows from (5.6) and the second equality of (5.5). The last equality is attained by using (5.7).

Note that the proof of Proposition 2.1 is usually given by using the orthogonality properties of $P_{1, j}$ and $P_{2, j}$, as well as the integral representation of $A_{r, j}$ and $B_{r, j}$; see for example [19] and [29]. It should be mentioned that the orthogonal matrix polynomials were studied by [32], [2], [26], [25], [24], [22], [18] and the references therein.

## 6. Associated orthogonal matrix polynomials of order $k$

In this section, we consider the matrix generalization of the so-called associated orthogonal polynomials of order $k$ studied in [35] and [36].

For $r=1,2$ and $t \in[0, \infty)$, let $P_{r, j}^{(k)}$ denote the associated matrix polynomials of order $k, k \in \mathbb{N}_{0}$, defined by

$$
\begin{align*}
P_{r, 0}^{(k)}(z, t) & :=I_{q}, \quad P_{r, 1}^{(k)}(z, t):=z I_{q}-A_{r, k}(t)  \tag{6.1}\\
P_{r, j+1}^{(k)}(z, t) & :=\left(z I_{q}-A_{r, j+k}(t)\right) P_{r, j}^{(k)}(z, t)-B_{r, j+k-1}^{*}(t) P_{r, j-1}^{(k)}(z, t), \tag{6.2}
\end{align*}
$$

where $A_{r, j}$ and $B_{r, j}$ are as in (2.13)-(2.15). We will usually omit the argument $t$ in the notation for $P_{r, j}, A_{r, j}$ and $B_{r, j}$.

The next lemma is a matrix generalization of [35, equality (2.4)].
LEMMA 6.1. Let $P_{r, j}^{(k)}$ be as in (6.1) and (6.2). Furthermore, let $A_{r, j}$ and $B_{r, j}$ be as in (2.13)-(2.15). For $j \geqslant 1$ and $k \geqslant 0$, the following identity holds:

$$
\begin{equation*}
P_{r, j}^{(k)}(z)=P_{r, j-1}^{(k+1)}(z)\left(z I_{q}-A_{r, k}\right)-P_{r, j-2}^{(k+2)}(z) B_{r, k}^{*} \tag{6.3}
\end{equation*}
$$

Proof. We prove (6.3) for $j=2$ :

$$
\begin{aligned}
P_{r, 2}^{(k)}(z) & =\left(z I_{q}-A_{r, k+1}\right) P_{r, 1}^{(k)}(z)-B_{r, k}^{*} P_{r, 0}^{(k)}(z)=\left(z I_{q}-A_{r, k+1}\right)\left(z I_{q}-A_{r, k}\right)-B_{r, k}^{*} \\
& =P_{r, 1}^{(k+1)}(z)\left(z I_{q}-A_{r, k}\right)-P_{r, 0}^{(k+2)}(z) B_{r, k}^{*}
\end{aligned}
$$

We use the mathematical induction; let (6.3) be true for $j$. We prove (6.3) for $j+1$ :

$$
\begin{aligned}
P_{r, j+1}^{(k)}(z)= & \left(z I_{q}-A_{r, j+k}\right)\left[P_{r, j-1}^{(k+1)}(z)\left(z I_{q}-A_{r, k}\right)-P_{r, j-2}^{(k+2)}(z) B_{r, k}^{*}\right] \\
& -B_{j+k-1}^{*}\left[P_{r, j-2}^{(k+1)}(z)\left(z I_{q}-A_{r, k}\right)-P_{r, j-3}^{(k+2)}(z) B_{r, k}^{*}\right] \\
= & {\left[\left(z I_{q}-A_{r, j+k}\right) P_{r, j-1}^{(k+1)}(z)-B_{j+k-1}^{*} P_{r, j-2}^{(k+1)}(z)\right]\left(z I_{q}-A_{r, k}\right) } \\
& -\left[\left(z I_{q}-A_{r, j+k}\right) P_{r, j-2}^{(k+2)}(z)-B_{r, j+k-1}^{*} P_{r, j-3}^{(k+2)}(z)\right] B_{r, k}^{*} \\
= & P_{r, j}^{(k+1)}(z)\left(z I_{q}-A_{r, k}\right)-P_{r, j-1}^{(k+2)}(z) B_{r, k}^{*} .
\end{aligned}
$$

In the following proposition, we generalize [35, Lemma 2] for the matrix case.
PROPOSITION 6.1. Let $P_{r, j}^{(k)}$ and $B_{r, j}$ be as in (6.1), (6.2) and (2.16), respectively. Assume that $B_{r,-1}=0_{q}$. The sequence $\left(A_{r, j}, B_{r, j}\right)$ is a matrix Toda sequence if and only if the following equality holds:

$$
\begin{equation*}
\dot{P}_{r, j}^{(k)}(z)=B_{r, j+k-1}^{*} P_{r, j-1}^{(k)}(z)-P_{r, j-1}^{(k+1)}(z) B_{r, k-1}^{*} \tag{6.4}
\end{equation*}
$$

for $r=1,2, j \geqslant 1, k \geqslant 0$ and $t \in(0, \infty)$.
Proof. For the case $k=0$ and arbitrary $j$, as well as for $j=1$ and arbitrary $k$, the statement is immediately verified by using (4.2) and (6.1). Furthermore, for $k \geqslant 1$ we follow the proof of [35, Lemma 2]. For the sufficiency part, equalities (4.2) and (4.3)
follow from (6.4) for $j=1$. Equality (4.4) is a consequence of (6.4) for $j=2$, equalities (4.2), (4.3) and the identity $\dot{A}_{r, k+1} A_{r, k}+A_{r, k+1} \dot{A}_{r, k}+B_{r, k+1}^{*} A_{r, k}-A_{r, k+1} B_{r, k-1}^{*}=$ $B_{r, k}^{*} A_{r, k}-A_{r, k+1} B_{r, k}^{*}$.
Now we prove the necessity part. Let $\left(A_{r, j}, B_{r, j}\right)$ be a matrix Toda sequence. Here and in the sequel, we omit the subscript $r$, the arguments $z$ and $t$ of $P_{r, j}^{(k)}, A_{r, j}$ and $B_{r, j}$. By taking the derivative of equality (6.2) for $j=1$ and by employing (4.3), (4.4) with the second equality of (6.1), we have

$$
\begin{aligned}
\dot{P}_{2}^{(k)} & =\left(B_{k+1}^{*}-B_{k}^{*}\right) P_{1}^{(k)}+\left(z I_{q}-A_{k+1}\right)\left(B_{k}^{*}-B_{k-1}^{*}\right)-B_{k}^{*} A_{k}+A_{k+1} B_{k}^{*} \\
& =B_{k+1}^{*} P_{1}^{(k)}-\left(z I_{q}-A_{k+1}\right) B_{k-1}^{*}+B_{k}^{*}\left(-P_{1}^{(k)}+z I_{q}-A_{k}\right)=B_{k+1}^{*} P_{1}^{(k)}-P_{1}^{(k+1)} B_{k-1}^{*} .
\end{aligned}
$$

By employing mathematical induction, let us assume that (6.4) is valid for $j-1$ and $j$. We take the derivative of (6.2), and we have:

$$
\begin{aligned}
\dot{P}_{j+1}^{(k)}= & \left(B_{j+k}^{*}-B_{j+k-1}^{*}\right) P_{j}^{(k)}+\left(z I_{q}-A_{j+k}\right)\left(B_{j+k-1}^{*} P_{j-1}^{(k)}-P_{j-1}^{(k)} B_{k-1}^{*}\right) \\
& -\left(B_{j+k-1}^{*} A_{j+k-1}-A_{j+k} B_{j+k-1}^{*}\right) P_{j-1}^{(k)}-B_{j+k-1}^{*}\left(B_{j+k-2}^{*} P_{j-2}^{(k)}-P_{j-2}^{(k+1)} B_{k-1}^{*}\right) \\
= & B_{j+k}^{*} P_{j}^{(k)}+B_{j+k-1}^{*}\left(-P_{j}^{(k)}+z P_{j-1}^{(k)}-A_{j+k-1} P_{j-1}^{(k)}-B_{j+k-2}^{*} P_{j-2}^{(k)}\right) \\
& +\left(-z P_{j-1}^{(k+1)}+A_{j+k} P_{j-1}^{(k+1)}+B_{j+k-1}^{*} P_{j-2}^{(k+1)}\right) B_{k-1}^{*}=B_{j+k}^{*} P_{j}^{(k)}-P_{j}^{(k+1)} B_{k-1}^{*} .
\end{aligned}
$$

The proposition is proved.

## 7. Example

Consider the $2 \times 2$ matrix distribution on $[0,+\infty), \sigma(x)=\left(\begin{array}{cc}4-2 e^{-\frac{1}{2} x} & e^{-x} \\ e^{-x} & 2-e^{-x}\end{array}\right)$, which corresponds to a positive matrix measure on $[0,+\infty)$. For details on positive matrix measures, see [8]. The matrices $s_{j}(t)=j!\left(\begin{array}{cc}\frac{1}{\left(\frac{1}{2}+t\right)^{j+1}} & -\frac{1}{\left(1+t t j^{j+1}\right.} \\ -\frac{1}{(1+t)^{j+1}} & \frac{1}{(1+t)^{j+1}}\end{array}\right)$ for $j \geqslant 0$ are the corresponding moments (1.4). One can immediately verify that the block matrices $H_{1, j}$ and $H_{2, j}$ for $j=0, \ldots, 2$ are positive definite matrices. The first Schur complements are the following:

$$
\begin{aligned}
& \widehat{H}_{1,0}=\left(\begin{array}{cc}
\frac{2}{2 t+1} & -\frac{1}{t+1} \\
-\frac{1}{t+1} & \frac{1}{t+1}
\end{array}\right), \widehat{H}_{2,0}=\left(\begin{array}{cc}
\frac{1}{\left(t+\frac{1}{2}\right)^{2}} & -\frac{1}{(t+1)^{2}} \\
-\frac{1}{(t+1)^{2}} & \frac{1}{(t+1)^{2}}
\end{array}\right) \\
& \widehat{H}_{1,1}=\left(\begin{array}{cc}
\frac{2\left(4 t^{2}+6 t+3\right)}{(t+1)^{2}(2 t+1)^{3}} & -\frac{1}{(t+1)^{3}} \\
-\frac{1}{(t+1)^{3}} & \frac{1}{(t+1)^{3}}
\end{array}\right), \widehat{H}_{2,1}=\left(\begin{array}{cc}
\frac{16\left(8 t^{3}+18 t^{2}+16 t+5\right)}{(t+1)^{2}(2 t+1)^{4}(4 t+3)} & -\frac{2}{(t+1)^{4}} \\
-\frac{2}{(t+1)^{4}} & \frac{2}{(t+1)^{4}}
\end{array}\right) .
\end{aligned}
$$

The first three-term recurrence relation coefficients are given by

$$
\begin{aligned}
& A_{1,0}=\left(\begin{array}{cc}
\frac{4 t+3}{2 t^{2}+3 t+1} & \frac{2}{2 t+1} \\
0 & \frac{1}{t+1}
\end{array}\right), A_{2,0}=\left(\begin{array}{cc}
\frac{24 t^{2}+36 t+14}{8 t^{3}+18 t^{2}+13 t+3} & \frac{8(t+1)}{8 t^{2}+\frac{1}{0} t+3} \\
0 & \frac{2}{t+1}
\end{array}\right), \\
& A_{1,1}=\left(\begin{array}{cc}
\frac{(4 t+3)\left(16 t^{2}+24 t+11\right)}{16 t^{4}+48 t^{3}+54 t^{2}+27 t+5} & \frac{2\left(8 t^{2}+16 t+9\right)}{16 t^{3}+32 t^{2}+22 t+5} \\
0 & \frac{3}{t+1}
\end{array}\right), \\
& A_{2,1}=\left(\begin{array}{cc}
\frac{4\left(960 t^{6}+4320 t^{5}+8304 t^{4}+8712 t^{3}+5244 t^{2}+1710 t+235\right)}{(t+1)(2 t+1)(4 t+3)\left(96 t^{4}+28 t^{3}+336 t^{2}+180 t+37\right)} & \frac{16\left(48 t^{5}+216 t^{4}+396 t^{3}+366 t^{2}+169 t+31\right)}{(2 t+1)(4 t+3)\left(96 t^{4}+28 t^{3}+336 t^{2}+180 t+37\right)} \\
0
\end{array}\right), \\
& B_{1,0}^{t+1}=\left(\begin{array}{cc}
\frac{8 t^{2}+12 t+5}{\left(2 t^{2}+3 t+1\right)^{2}} & 0 \\
\frac{4}{(2 t+1)^{2}} & \frac{1}{(t+1)^{2}}
\end{array}\right), B_{2,0}=\left(\begin{array}{cc}
\frac{2\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)}{\left(8 t^{3}+18 t^{2}+13 t+3\right)^{2}} & 0 \\
\frac{8\left(8 t^{2}+16 t+7\right)}{\left(8 t^{2}+10 t+3\right)^{2}} & \frac{2}{(t+1)^{2}}
\end{array}\right), \\
& B_{1,1}=\left(\begin{array}{cc}
\frac{4\left(384 t^{6}+1728 t^{5}+3360 t^{4}+3600 t^{3}+2232 t^{2}+756 t+109\right)}{\left(2 t^{2}+3 t+1\right)^{2}\left(8 t^{2}+12 t+5\right)^{2}} & 0 \\
\frac{16\left(32 t^{4}+112 t^{3}+152 t^{2}+92 t+21\right)}{\left(16 t^{3}+32 t^{2}+22 t+5\right)^{2}} & \frac{4}{(t+1)^{2}}
\end{array}\right)
\end{aligned}
$$

and

$$
B_{2,1}=\left(\begin{array}{ll}
\frac{6(4 t+3)^{2}\left(3072 t^{8}+18432 t^{7}+49920 t^{6}+79488 t^{5}+81120 t^{4}+54144 t^{3}+23008 t^{2}+5676 t+621\right)}{\left(2 t^{2}+3 t+1\right)^{2}\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)^{2}} & 0 \\
\frac{24\left(3072 t^{8}+21504 t^{7}+66048 t^{6}+11598 t^{5}+127104 t^{4}+88992 t^{3}+38872 t^{2}+9688 t+1055\right)}{(2 t+1)^{2}\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)^{2}} & \frac{6}{(t+1)^{2}}
\end{array}\right) .
$$

With these matrices, the identities of Remark 4.1 and Theorem 4.1 can be readily verified.
The orthogonal matrix polynomials are the following: $P_{1,0}=I_{2}, P_{2,0}=I_{2}$,

$$
\begin{aligned}
& P_{1,1}=\left(\begin{array}{cc}
z-\frac{4 t+3}{2 t^{2}+3 t+1} & -\frac{2}{2 t+1} \\
0 & z-\frac{1}{t+1}
\end{array}\right), P_{2,1}=\left(\begin{array}{cc}
z-\frac{2\left(12 t^{2}+18 t+7\right)}{8 t^{3}+18 t^{2}+13 t+3} & -\frac{8(t+1)}{8 t^{2}+10 t+3} \\
0 & z-\frac{2}{t+1}
\end{array}\right), \\
& P_{1,2}=\binom{z^{2}-\frac{4\left(24 t^{3}+54 t^{2}+43 t+12\right) z}{16 t^{4}+48 t^{3}+54 t^{2}+27 t+5}+\frac{2\left(9 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)}{\left(2 t^{2}+3 t+1\right)^{2}\left(8 t^{2}+12 t+5\right)}-\frac{4\left(16 z^{4}+4(13 z-8) t^{3}+8(8 z-9) t^{2}+(33 z-58 t+7 z-16)\right.}{(2 t+1)^{2}\left(8 t^{3}+20 t^{2}+17 t+5\right)}}{z^{2}-\frac{4 z}{1+1}+\frac{2}{(t+1)^{2}}}, \\
& P_{2,2}=\left(\begin{array}{cc}
P_{2,2}^{(1,1)} & P_{2,2}^{(1,2)} \\
0 & z^{2}-\frac{6 z}{t+1}+\frac{6}{(t+1)^{2}}
\end{array}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
P_{2,2}^{(1,1)}:= & z^{2}-\frac{6\left(4 t^{2}+6 t+3\right)(4 t+3)^{3} z}{192 t^{6}+864 t^{5}+1632 t^{4}+1656 t^{3}+950 t^{2}+291 t+37} \\
& +\frac{6\left(768 t^{6}+3456 t^{5}+6656 t^{4}+7008 t^{3}+4240 t^{2}+1392 t+193\right)}{\left(2 t^{2}+3 t+1\right)^{2}\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)}, \\
P_{2,2}^{(1,2)}:= & -\frac{24\left(32 z t^{5}+32(4 z-3) t^{4}+16(13 z-18) t^{3}+2(85 z-172) t^{2}+(69 z-188) t+11 z-39\right)}{(2 t+1)^{2}\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)} .
\end{aligned}
$$

The second kind polynomials are given by $Q_{1,0}=0_{2}, Q_{2,0}=\left(\begin{array}{cc}\frac{2}{2 t+1} & -\frac{1}{t+1} \\ -\frac{1}{t+1} & \frac{1}{t+1}\end{array}\right)$,

$$
\begin{aligned}
& Q_{1,1}=\left(\begin{array}{cc}
\frac{2}{2 t+1} & -\frac{1}{t+1} \\
-\frac{1}{t+1} & \frac{1}{t+1}
\end{array}\right), Q_{2,1}=\left(\begin{array}{cc}
\frac{2\left(8 z t^{3}+2(9 z-4) t^{2}+(13 z-10) t+3 z-4\right)}{(2 t+1)^{2}\left(4 t^{2}+7 t+3\right)} & -\frac{z(t+1)-1}{(t+1)^{2}} \\
-\frac{z(t+1)-1}{(t+1)^{2}} & \frac{z(t+1)-1}{(t+1)^{2}}
\end{array}\right), \\
& Q_{1,2}=\left(\begin{array}{cc}
\frac{2\left(16 z t^{4}+48(z-1) t^{3}+2(27 z-52) t^{2}+(27 z-82) t+5 z-24\right)}{(2 t+1)^{2}\left(8 t^{3}+20 t^{2}+17 t+5\right)} & -\frac{z(t+1)-3}{(t+1)^{2}} \\
-\frac{z(t+1)-3}{(t+1)^{2}} & \frac{z(t+1)-3}{(t+1)^{2}}
\end{array}\right), \\
& Q_{2,2}=\left(\begin{array}{cc}
\frac{\text { num }}{(t+1)^{2}(2 t+1)^{3}\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)} & \frac{(t+1)^{2} z^{2}-5(t+1) z+2}{(t+1)^{3}} \\
\frac{(t+1)^{2} z^{2}-5(t+1) z+2}{(t+1)^{3}} & \frac{-(t+1)^{2} z^{2}+5(t+1) z-2}{(t+1)^{3}}
\end{array}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\text { num }:= & 2\left(384 t^{8}+2304 t^{7}+6048 t^{6}+9072 t^{5}+8500 t^{4}+5088 t^{3}+1897 t^{2}+402 t+37\right) z^{2} \\
& -4\left(960 t^{7}+4896 t^{6}+10848 t^{5}+13560 t^{4}+10330 t^{3}+4789 t^{2}+1247 t+140\right) z \\
& +4\left(384 t^{6}+1536 t^{5}+2688 t^{4}+2640 t^{3}+1540 t^{2}+506 t+73\right) .
\end{aligned}
$$

With $P_{r, j}$ and $Q_{r, j}$ for $r=1,2$ and $j=1,2$, the identities of Theorem 4.2 and Corollary 4.1 can be readily verified.

The first matrices of the Volterra sequence are the following:

$$
\begin{aligned}
& \xi_{1}=0_{2}, \quad \xi_{2}=\left(\begin{array}{cc}
\frac{4 t+3}{2 t^{2}+3 t+1} & \frac{2}{2 t+1} \\
0 & \frac{1}{t+1}
\end{array}\right), \quad \xi_{3}=\left(\begin{array}{cc}
\frac{8 t^{2}+12 t+5}{8 t^{3}+18 t^{2}+13 t+3} & \frac{2}{8 t^{2}+10 t+3} \\
0 & \frac{1}{t+1}
\end{array}\right) \\
& \xi_{4}=\left(\begin{array}{cc}
\frac{2\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)}{(t+1)(2 t+1)(4 t+3)\left(8 t^{2}+12 t+5\right)} & \frac{4\left(16 t^{3}+40 t^{2}+36 t+11\right)}{64 t^{4}+176 t^{3}+184 t^{2}+86 t+15} \\
0 & \frac{2}{t+1}
\end{array}\right), \\
& \xi_{5}=\left(\begin{array}{cc}
\xi_{5}^{(1,1)} & \frac{4\left(192 t^{5}+768 t^{4}+1248 t^{3}+1024 t^{2}+424 t+71\right)}{(2 t+1)\left(8 t^{2}+12 t+5\right)\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)} \\
0 & \frac{2}{t+1}
\end{array}\right),
\end{aligned}
$$

where $\xi_{5}^{(1,1)}:=\frac{2\left(1536 t^{7}+8064 t^{6}+18624 t^{5}+24480 t^{4}+19728 t^{3}+9720 t^{2}+2704 t+327\right)}{(t+1)(2 t+1)\left(8 t^{2}+12 t+5\right)\left(96 t^{4}+288 t^{3}+336 t^{2}+180 t+37\right)}$.
With the given matrices, the identities of Theorem 5.1 and Proposition 5.1 are immediately verified.
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## REFERENCES

[^1][2] A. I. Aptekarev, E. M. Nikishin, The scattering problem for a discrete Sturm-Liouville operator, Mat. Sb. 121(163): 327-358, 1983.
[3] A. I. Aptekarev, A. Branquinho, F. Marcellán, Toda-type differential equations for the recurrence coefficients of orthogonal polynomials and Freud transformation, J. Comput. Appl. Math. 78: 139-160, 1997.
[4] I. Area, A. Branquinho, A. F. Moreno, E. Godoy, Orthogonal polynomial interpretation of q-Toda and q-Volterra equations, B. Malays. Math. Sci. So. 41(1): 393-414, 2018.
[5] D. Barrios Rolanía, A. Branquinho, A. Foulquié Moreno, On the full Kostant-Toda system and the discrete Korteweg-de Vries equations, J. Math. Anal. Appl. 401: 811-820, 2013.
[6] YU. M. Berezanskir, M. I. Gekhtman, Inverse problem of the spectral analysis and non-Abelian chains, Ukrainskii Matematicheskii Zhurnal, 92(6): 730-747, 1990.
[7] C. Berg, J. P. R. Christensen, P. Ressel, Positive definite functions on Abelian semigroups, Math. Ann. 223: 253-272, 1976.
[8] C. Berg, The Matrix Moment Problem in: Coimbra Lecture Notes on Orthogonal Polynomials, A. Branquinho and A. Foulquié Editors. Nova Publishers, New York, 1-57, 2008.
[9] D. S. Bernstein, Matrix mathematics: theory, facts, and formulas with applications to linear systems theory, Princeton University Press, 2005.
[10] C. F. Bracciali, T. E. Pérez, Bivariate orthogonal polynomials, 2D Toda lattices and Lax-type pairs, Appl. Math. Comput. 309: 142-155, 2017.
[11] M. Cafasso, M. De la Iglesia, The Toda and Painlevé systems associated with semiclassical matrix-valued orthogonal polynomials of Laguerre type, Symmetry Integr. Geom. 14: 1-17, 2018.
[12] T. S. Chihara, Chain sequences and orthogonal polynomials, Transaction of the American Mathematical Society, 104: 1-16, 1962.
[13] A. E. Choque Rivero, On Dyukarev's resolvent matrix for a truncated Stieltjes matrix moment problem under the view of orthogonal matrix polynomials, Linear Algebra Appl. 474: 44-109, 2015.
[14] A. E. Choque Rivero, On matrix Hurwitz type polynomials and their interrelations to Stieltjes positive definite sequences and orthogonal matrix polynomials, Linear Algebra Appl. 476: 56-84, 2015.
[15] A. E. Choque Rivero, Relations between the orthogonal matrix polynomials on $[a, b]$, DyukarevStieltjes parameters, and Schur complements, Special Matrices 5(1): 303-318, 2017.
[16] A. E. Choque-Rivero, The Kharitonov theorem and robust stabilization via orthogonal polynomials, Visn. Khark. Univ., Ser. Mat. Prykl. Mat. Mekh. 86: 49-68, 2017.
[17] A. E. Choque-Rivero, Hurwitz polynomials and orthogonal polynomials generated by RouthMarkov parameters, Mediterr. J. Math. 15(2), 1-15, 2018.
[18] A. E. Choque-Rivero, L. Garza, Moment Perturbation of Matrix Polynomials, Integral Transforms And Special Functions 26(3): 177-191, 2015.
[19] A. E Choque Rivero, C. Maedler, On Hankel positive definite perturbations of Hankel positive definite sequences and interrelations to orthogonal matrix polynomials, Complex Analysis and Operator Theory 8(8): 121-173, 2014.
[20] A. E. Choque Rivero, A. E. Merzon, The completely indeterminate Caratheodory matrix problem in the $\mathscr{R}_{q}[a, b]$ class, Analysis 28: 177-207, 2008.
[21] J. H. Curtiss, A note on the theory of moment generating functions, Ann. Math. Statist. 13(4): 430433, 1942.
[22] D. DAMANIK, A. PUSHNITSKI AND B. SimON, The analytic theory of matrix orthogonal polynomials, Surv. Approx. Theory 4: 1-85, 2008.
[23] P. A. Damianou, R. L. Fernandes, From the Toda lattice to the Volterra lattice and back, Rep. Math. Phys. 50: 361-78, 2002.
[24] H. Dette, B. Reuther, Random block matrices and matrix orthogonal polynomials, J. Theoret. Probab. 23(2); 378-400, 2010.
[25] A. J. Durán, F.A. Grünbaum, Matrix differential equations and scalar polynomials satisfying higher order recursions, J. Math. Anal. Appl. 354: 1-11, 2009.
[26] H. DYM, On Hermitian block Hankel matrices, matrix polynomials, the Hamburger moment problem, interpolation and maximum entropy, Integral Equations and Operator Theory, Vol. 12: 757-812, 1989.
[27] Y U. M. DYUKAREV, Indeterminacy criteria for the Stieltjes matrix moment problem, Mathematical Notes 75(1-2): 66-82, 2004.
[28] Yu. M. Dyukarev, A. E. Choque-Rivero, Criterion for the complete indeterminacy of the Nevanlinna-Pick, Mathematical Notes 96(5-6): 651-665, 2014.
[29] B. Fritzsche, B. Kirstein, C. MÄdler, On Hankel nonnegative definite sequences, the canonical Hankel parametrization, and orthogonal matrix polynomials, Complex Analysis and Operator Theory 5(2): 447-511, 2011.
[30] H. Flashka, On the Toda lattice. II, Progress of Theoretical Physics 51(3): 703-716, 1974.
[31] I. V. Kovalishina , Analytic theory of a class of interpolation problems, Math. USSR-Izv. 22(3): 419-463, 1984.
[32] M. G. Krein, Infinite J-matrices and a matrix moment problem, Dokl. Akad. Nauk SSSR 69(2): 125-128, 1949.
[33] L. Miranian, Matrix-valued orthogonal polynomials on the real line: some extensions of the classical theory, J. Phys. A: Math. Gen. 38: 5731-5749, 2005.
[34] Y. NAKAMURA, A. ZHEDANOV, Special solutions of the Toda chain and combinatorial numbers, J. Phys. A: Math. Gen. 37: 5849-5862, 2004.
[35] F. Peherstorfer, On Toda lattices and orthogonal polynomials, J. Comput. Appl. Math. 133: 519534, 2001.
[36] F. Peherstorfer, V. P. Spiridonov, A. S. Zhedanov, Toda chain, Stieltjes function, and orthogonal polynomials, Theoretical and Mathematical Physics 151(1): 505-528, 2007.
[37] V. P. Potapov, The multiplicative structure of $J$-contractive matrix functions, Tr. Mosk. Mat. Obs. 4: 125-236, 1955.
[38] O. Ragnisco, M. Bruschi, The periodic relativistic Toda lattice: direct and inverse problem, Inverse Problems 5(389): 389-405, 1989.
[39] O. S. Rothaus, Some properties of Laplace transforms of measures, Transactions of the American Mathematical Society 131(1): 163-169, 1968.
[40] G. Teschl, Almost Everything You Always Wanted to Know About the Toda Equation, Jahresber. Deutsch. Math.-Verein. 103, no. 4, 149-162, 2001.
[41] C. Tomei, The Toda lattice, old and new, Journal of Geometric Mechanics 5(4): 511-530, 2013.

Abdon E. Choque-Rivero Instituto de Física y Matemáticas Universidad Michoacana de San Nicolás de Hidalgo Ciudad Universitaria, Morelia, Mich., C.P. 58048, México<br>e-mail: abdon@ifm.umich.mx


[^0]:    Mathematics subject classification (2010): 37K10, 33C45.
    Keywords and phrases: Matrix Toda equations, matrix Volterra equations, associated matrix orthogonal polynomials.

    The research of the author is supported by CONACyT Project A1-S-31524 and CIC-UMSNH, México.

[^1]:    [1] C. Álvarez-Fernández, G. Ariznabarreta, J. C. García-Ardila, M. Mañas, F. MarCELLÁN, Christoffel transformations for matrix orthogonal polynomials in the real line and the nonAbelian 2D Toda lattice hierarchy, International Mathematics Research Notices 5: 1285-1341, 2017.

