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#### Abstract

Motivated by the concept of complete pairs, the concept of an almost complete $l$ tuple of matrices is presented. We show that an almost complete $l$ tuple of matrices can be extended to a complete $l$ tuple of matrices.


## 1. Introduction

Block Vandermonde matrix, known as a generalisation of classical Vandermonde matrix, which extended numbers to matrices. It is widely used in linear algebras and other fields. For instance, using block Vandermonde matrix, one can obtain explicit formulas for solutions of matrix polynomial equations (see e.g. [3, 4]).

In this paper, the identity matrix is denoted by $I$. If $S_{1}, S_{2}, \ldots, S_{l} \in M_{n}(\mathbb{C})$, where $l$ is a positive integer greater than 2 , then the $l \times l$ block Vandermonde matrix of $S_{1}, S_{2}, \ldots, S_{l}$ is defined as follows,

$$
W\left(S_{1}, S_{2}, \cdots, S_{l}\right):=\left[\begin{array}{cccc}
I & I & \cdots & I  \tag{1}\\
S_{1} & S_{2} & \cdots & S_{l} \\
S_{1}^{2} & S_{2}^{2} & \cdots & S_{l}^{2} \\
\vdots & \vdots & & \vdots \\
S_{1}^{l-1} & S_{2}^{l-1} & \cdots & S_{l}^{l-1}
\end{array}\right]_{l \times l}
$$

For applications of Vandermonde matrix in solving matrix polynomial equations, we refer to $[2,8]$. It is well known that in the scalar case $n=1$,

$$
\operatorname{det} W\left(s_{1}, s_{2}, \ldots, s_{l}\right)=\prod_{1 \leqslant i<j \leqslant l}\left(s_{i}-s_{j}\right)
$$

and, thus, the Vandermonde matrix is nonsingular if the set of $s_{i}^{\prime} s$ are distinct. However, in the case $n \geqslant 2$, the determinant of the block Vandermonde at two points is

$$
\operatorname{det} W\left(S_{1}, S_{2}\right)=\operatorname{det}\left(S_{2}-S_{1}\right)
$$
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Even if $S_{1}$ and $S_{2}$ have no eigenvalues in common, $S_{2}-S_{1}$ may still be singular. For example,

$$
S_{1}=\left[\begin{array}{cc}
2 & 0 \\
-2 & 1
\end{array}\right], \quad S_{2}=\left[\begin{array}{ll}
4 & 2 \\
0 & 3
\end{array}\right]
$$

yields $S_{2}-S_{1}$ singular.
In the scalar case $n=1$, if $W\left(s_{1}, s_{2}, \ldots, s_{l}\right)$ is singular, then for any $s_{l+1} \in \mathbb{C}$, $W\left(s_{1}, s_{2}, \ldots, s_{l}, s_{l+1}\right)$ is also singular. However, in cases $n>1$, one might find the above conclusion is not true. For example, let $n=2, l=2$, and

$$
S_{1}=\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right], \quad S_{2}=\left[\begin{array}{ll}
2 & 1 \\
0 & 1
\end{array}\right] .
$$

Then $\operatorname{det} W\left(S_{1}, S_{2}\right)=\operatorname{det}\left(S_{2}-S_{1}\right)=0$. Choose

$$
S_{3}=\left[\begin{array}{ll}
1 & 1 \\
1 & 1
\end{array}\right]
$$

it is not difficult to compute $\operatorname{det} W\left(S_{1}, S_{2}, S_{3}\right)=-1$, which says $W\left(S_{1}, S_{2}, S_{3}\right)$ is nonsingular.

Motivated by above and the results in [7], we are interested in the following question.

Question. Suppose that $W\left(S_{1}, S_{2}, \ldots, S_{l}\right)$ is singular. Is it possible to find a matrix $S_{l+1}$ such that $W\left(S_{1}, S_{2}, \ldots, S_{l}, S_{l+1}\right)$ is nonsingular?

We call $\left(S_{1}, S_{2}, \cdots, S_{l}\right)$ a complete $l$-tuple of matrices if the $l \times l$ block Vandermonde matrix $W\left(S_{1}, S_{2}, \cdots, S_{l}\right)$ is nonsingular, the concept of complete $l$-tuple was introduced in [5, 6]. In [7], Lancaster gave some important applications of complete $l$-tuple to solutions of differential equations.

To present the main results of this paper, we need some definitions and notations. Denoted by $\widehat{W}\left(S_{1}, S_{2}, \ldots, S_{l}\right)$ the following $(l+1) \times l$ block matrix,

$$
\left[\begin{array}{cccc}
I & I & \cdots & I \\
S_{1} & S_{2} & \cdots & S_{l} \\
S_{1}^{2} & S_{2}^{2} & \cdots & S_{l}^{2} \\
\vdots & \vdots & & \vdots \\
S_{1}^{l} & S_{2}^{l} & \cdots & S_{l}^{l}
\end{array}\right],
$$

which will play a key role in the this paper.
Here we recall the definition of direct sum of matrices.
Definition 1. Let $A \in M_{n}(\mathbb{C})$ and $B \in M_{m}(\mathbb{C})$. Then the direct sum of $A$ and $B$, denoted by $A \oplus B$, is the following matrix,

$$
A \oplus B:=\left[\begin{array}{cc}
A & O  \tag{2}\\
O & B
\end{array}\right]
$$

Now we give the definition of almost complete $l$-tuple of matrices.
DEFInition 2. Let $S_{1}, S_{2}, \ldots, S_{l}$ be square matrices of orders $n$. Then $\left(S_{1}, S_{2}, \ldots\right.$, $\left.S_{l}\right)$ is called an almost complete $l$-tuple of matrices if $\widehat{W}\left(S_{1}, S_{2}, \ldots, S_{l}\right)$ is full column rank and

$$
\operatorname{rank} W\left(S_{1}, S_{2}, \ldots, S_{l}\right)=\ln -1
$$

The main purpose of this paper is to show that an almost complete $l$ tuple of matrices can be extended to a complete $l+1$-tuple. Here we ask $\widehat{W}\left(S_{1}, S_{2}, \ldots, S_{l}\right)$ to be full column rank, since if not, for any $S_{l+1} \in M_{n}(\mathbb{C}), W\left(S_{1}, S_{2}, \ldots, S_{l}, S_{l+1}\right)$ is, of course, not full column rank, which means it is singular. The case of $l=2$ is proved in [1]. In this paper, we prove the general case $l \geqslant 2$.

## 2. Main result

In this section, we show that an almost complete 1 tuple of matrices can be extended to a complete $l+1$-tuple.

THEOREM 1. Suppose that $S_{1}, S_{2}, \cdots S_{l} \in M_{n}(\mathbb{C}), n \geqslant 2$ and $\left(S_{1}, S_{2}, \ldots, S_{l}\right)$ is an almost complete $l$ tuple of matrices. Then we can always find a matrix $S_{l+1} \in M_{n}(\mathbb{C})$ depends on $S_{1}, S_{2}, \ldots, S_{l}$, such that $\left(S_{1}, S_{2}, \ldots, S_{l}, S_{l+1}\right)$ is a complete $l+1$ tuple of matrices. i.e., $W\left(S_{1}, S_{2}, \ldots, S_{l}, S_{l+1}\right)$ is invertible.

Proof. The $(l+1) \times l+1$ block matrix $W\left(S_{1}, S_{2}, \ldots, S_{l}, S_{l+1}\right)$ is nonsingular if and only if its rank is $(l+1) n$. Take elementary transformation on it, we obtain that the rank of following $(l+1) \times(l+1)$ block matrix

$$
\left[\begin{array}{ccccc}
I & O & \cdots & O & O \\
S_{1} & S_{2}-S_{1} & \cdots & S_{l}-S_{1} & S_{l+1}-S_{1} \\
S_{1}^{2} & S_{2}^{2}-S_{1}^{2} & \cdots & S_{l}^{2}-S_{1}^{2} & S_{l+1}^{2}-S_{1}^{2} \\
\vdots & \vdots & & \vdots & \vdots \\
S_{1}^{l} & S_{2}^{l}-S_{1}^{l} & \cdots & S_{l}^{l}-S_{1}^{l} & S_{l+1}^{l}-S_{1}^{l}
\end{array}\right]
$$

is $(l+1) n$, which means that following $l \times l$ block matrix

$$
\widetilde{W}_{l+1}=\left[\begin{array}{cccc}
S_{2}-S_{1} & \cdots & S_{l}-S_{1} & S_{l+1}-S_{1} \\
S_{2}^{2}-S_{1}^{2} & \cdots & S_{l}^{2}-S_{1}^{2} & S_{l+1}^{2}-S_{1}^{2} \\
\vdots & & \vdots & \vdots \\
S_{2}^{l}-S_{1}^{l} & \cdots & S_{l}^{l}-S_{1}^{l} & S_{l+1}^{l}-S_{1}^{l}
\end{array}\right]
$$

is nonsingular. According to the definition of almost complete $l$ tuple of matrices, the following matrix has rank $n(l-1)-1$

$$
\widetilde{W}_{l}=\left[\begin{array}{cccc}
S_{2}-S_{1} & S_{3}-S_{1} & \cdots & S_{l}-S_{1}  \tag{3}\\
S_{2}^{2}-S_{1}^{2} & S_{3}^{2}-S_{1}^{2} & \cdots & S_{l}^{2}-S_{1}^{2} \\
\vdots & \vdots & & \vdots \\
S_{2}^{l-1}-S_{1}^{l-1} & S_{3}^{l-1}-S_{1}^{l-1} & \cdots & S_{l}^{l-1}-S_{1}^{l-1}
\end{array}\right]
$$

and the matrix $\widehat{W}\left(S_{1}, S_{2}, \ldots, S_{l}\right)$ is full column rank. As the rank of $(l-1) \times(l-1)$ block matrix $\widetilde{W}_{l}$ is $n(l-1)-1$, the Jordan norm of $\widetilde{W}_{l}$ has a unique 0 -Jordan block, which means that $\widetilde{W}_{l}$ has the Jordan norm $J_{s_{0}}(0) \oplus J_{s_{1}}\left(\lambda_{1}\right) \oplus J_{s_{2}}\left(\lambda_{2}\right) \oplus \cdots \oplus J_{s_{k}}\left(\lambda_{k}\right)$, here $J_{s_{i}}(\lambda)$ denote the $s_{i} \times s_{i}$ matrix

$$
\left[\begin{array}{ccccc}
\lambda & 1 & 0 & \cdots & 0 \\
0 & \lambda & 1 & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \ddots & 1 \\
0 & 0 & 0 & \cdots & \lambda
\end{array}\right]_{s_{i} \times s_{i}} \quad \text { for } \quad 0 \leqslant i \leqslant k
$$

and $s_{0}+s_{1}+\cdots+s_{k}=n(l-1), \lambda_{1} \lambda_{2} \cdots \lambda_{k} \neq 0$. Accordingly, we can find an invertible $n l \times n l$ matrix $P$ such that

$$
P^{-1} \widetilde{W}_{l} P=J_{s_{0}}(0) \oplus J_{s_{1}}\left(\lambda_{1}\right) \oplus J_{s_{2}}\left(\lambda_{2}\right) \oplus \cdots \oplus J_{s_{k}}\left(\lambda_{k}\right)
$$

For convenience, we write matrices

$$
A=\left[S_{2}^{l}-S_{1}^{l} S_{3}^{l}-S_{1}^{l} \cdots S_{l}^{l}-S_{1}^{l}\right]
$$

and

$$
B=\left[\begin{array}{c}
S_{l+1}-S_{1} \\
S_{l+1}^{2}-S_{1}^{2} \\
\vdots \\
S_{l+1}^{l}-S_{1}^{l}
\end{array}\right]
$$

thus, the matrix $\widetilde{W}_{l+1}$ can be written as

$$
\widetilde{W}_{l+1}=\left[\begin{array}{lc}
\widetilde{W}_{l} & B \\
A & S_{l+1}^{l}-S_{1}^{l}
\end{array}\right]
$$

We will divide the proof into three cases, and prove the result case by case.
Case 1. $s_{0}=1$.
Case 2. $s_{0}=n(l-1)$.
Case 3. $1<s_{0}<n(l-1)$.
It is clear that

$$
\begin{align*}
& {\left[\begin{array}{cc}
P^{-1} & O \\
O & I
\end{array}\right] \widetilde{W}_{l+1}\left[\begin{array}{cc}
P & O \\
O & I
\end{array}\right] } \\
= & {\left[\begin{array}{cc}
J_{s_{0}}(0) \oplus J_{s_{1}}\left(\lambda_{1}\right) \oplus J_{s_{2}}\left(\lambda_{2}\right) \oplus \cdots \oplus J_{s_{k}}\left(\lambda_{k}\right) & P^{-1} B \\
A P & S_{l+1}^{l}-S_{1}^{l}
\end{array}\right], } \tag{4}
\end{align*}
$$

for convenience, we can assume that $P=I_{n(l-1)}$, which says $\widetilde{W}_{l}$ itself is in Jordan norm $J_{s_{0}}(0) \oplus J_{s_{1}}\left(\lambda_{1}\right) \oplus J_{s_{2}}\left(\lambda_{2}\right) \oplus \cdots \oplus J_{s_{k}}\left(\lambda_{k}\right)$. Denoted by $\alpha=\left[a_{1}, a_{2}, \cdots, a_{n}\right]^{T}$ the first column of matrix $A$. According to the definition of almost complete $l$ tuple, $\alpha$ is a non-zero vector.

Now, we prove the theorem in Case 1.
If $a_{1} \neq 0$, taking $S_{l+1}=S_{l}+t I$, then $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is a complex coefficient polynomial in the indeterminate $t$, and the leading term of this polynomial is

$$
(-1)^{n l-l} a_{1} \lambda_{1}^{s_{1}} \cdots \lambda_{k}^{s_{k}} t^{l n-l+1},
$$

let $|t|$ be sufficiently large, $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is not zero, we get the conclusion.
If $a_{1}=0$, then there is an $a_{i} \neq 0, i \neq 1$. Putting $S_{l+1}=S_{l}+t\left(I+E_{1 i}\right)$, where $E_{1 i}$ is a $n$ square matrix with $(1, i)$ entry 1 and other entries zero, then $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is a polynomial in the indeterminate $t$, and the leading term of this polynomial is

$$
(-1)^{n l-l+i-1} a_{i} \lambda_{1}^{s_{1}} \cdots \lambda_{k}^{s_{k}} t^{l n-l+1},
$$

let $|t|$ be sufficiently large (here $|t|$ denote the module of complex number $t$ ), $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is not zero, we also get the conclusion.

The proof in Case 1 is finished.
Next, we prove this theorem in Case 2, in which, $\widetilde{W}_{l}$ is just the following matrix

$$
\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & 0 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & & & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{array}\right]_{n(l-1) \times n(l-1)} .
$$

If $a_{n} \neq 0$, taking $S_{l+1}=S_{l}+t I$, then $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is a polynomial in the indeterminate $t$ with the leading term

$$
(-1)^{n l+n-1} a_{n} t^{l n-1},
$$

let $|t|$ be sufficiently large, $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is not zero, we get the conclusion.
If $a_{n}=0$, then there must be an $a_{i} \neq 0$ with $1 \leqslant i<n$. Taking $S_{l+1}=S_{l}+t(I+$ $E_{n i}$ ), where $E_{n i}$ denote the $n$ square matrix with the ( $n, i$ ) entry 1 and other entries zero. Then $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is a polynomial in the indeterminate $t$, and the leading term of this polynomial is

$$
(-1)^{n l-i+1} a_{i} t^{l n-1},
$$

let $|t|$ be sufficiently large, $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is non-zero, we also get the conclusion.
Then we prove in the remaining Case 3 , in which, $W_{l+1}$ is just the following Jordan block matrix

$$
J_{s_{0}}(0) \oplus J_{s_{1}}\left(\lambda_{1}\right) \oplus J_{s_{2}}\left(\lambda_{2}\right) \oplus \cdots \oplus J_{s_{k}}\left(\lambda_{k}\right)
$$

where $\lambda_{i} \neq 0,1 \leqslant i \leqslant k, 1<s_{0}<n(l-1)$. Suppose $s_{0} \equiv r(\bmod n)$, where $1 \leqslant r \leqslant n$.
If $a_{r} \neq 0$, taking $S_{l+1}-S_{l}=t I$, then $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is a polynomial in the indeterminate $t$, the leading term of this polynomial is

$$
(-1)^{n l-l+q} a_{1} \lambda_{1}^{s_{1}} \cdots \lambda_{k}^{s_{k}} t^{l n-l+q+1},
$$

for sufficiently large $|t|, \operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is not zero, we get the conclusion.
If $a_{r}=0$, then there is an $a_{i} \neq 0, i \neq r$. Putting $S_{l+1}-S_{l}=t\left(I+E_{r i}\right)$, where $E_{r i}$ is an $n$ square matrix with $(r, i)$ entry 1 and other entries zero, then $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is a polynomial in the indeterminate $t$. The leading term of this polynomial is

$$
(-1)^{n l-l+q+i-1} a_{i} \lambda_{1}^{s_{1}} \cdots \lambda_{k}^{s_{k}} t^{l n-l+q+1}
$$

let $|t|$ be sufficiently large, $\operatorname{det}\left(\widetilde{W}_{l+1}\right)$ is not zero, we also get the conclusion. Up to now, we have completed the proof of the theorem.

## 3. Example

Example 1. Let $n=2, l=2$ and $\left(S_{1}, S_{2}\right)$ be an almost complete pair of matrices. Then the Jordan norm of $S_{2}-S_{1}$ is either $\left[\begin{array}{ll}0 & 0 \\ 0 & \lambda\end{array}\right]$ with $\lambda \neq 0$ or $\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$. Suppose that $S_{2}-S_{1}=\left[\begin{array}{ll}0 & 0 \\ 0 & \lambda\end{array}\right]$ with $\lambda \neq 0$ and $S_{1}=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$, then

$$
\left[\begin{array}{c}
S_{2}-S_{1} \\
S_{2}^{2}-S_{1}^{2}
\end{array}\right]=\left[\begin{array}{cc}
0 & 0 \\
0 & 1 \\
0 & \lambda b \\
\lambda c & 2 \lambda d+\lambda^{2}
\end{array}\right]
$$

is full column rank, which says $c \neq 0$. Taking $S_{3}=S_{1}+\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$, thus

$$
\left[\begin{array}{l}
S_{2}-S_{1} S_{3}-S_{1} \\
S_{2}^{2}-S_{1}^{2} S_{3}^{2}-S_{1}^{2}
\end{array}\right]=\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & \lambda & 0 & 0 \\
0 & \lambda b & c & a+d \\
\lambda c & 2 \lambda d+\lambda^{2} & 0 & c
\end{array}\right]
$$

hence

$$
\operatorname{det} W\left(S_{1}, S_{2}, S_{3}\right)=\operatorname{det}\left[\begin{array}{l}
S_{2}-S_{1} S_{3}-S_{1} \\
S_{2}^{2}-S_{1}^{2} S_{3}^{2}-S_{1}^{2}
\end{array}\right]=-\lambda^{2} c^{2} \neq 0
$$

which means that $\left(S_{1}, S_{2}, S_{3}\right)$ is complete.
Now we assume that $S_{2}-S_{1}=\left[\begin{array}{ll}0 & 1 \\ 0 & 0\end{array}\right]$ and $S_{1}=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$, then

$$
\left[\begin{array}{l}
S_{2}-S_{1} \\
S_{2}^{2}-S_{1}^{2}
\end{array}\right]=\left[\begin{array}{lc}
0 & 1 \\
0 & 0 \\
c & a+d \\
0 & c
\end{array}\right]
$$

is full column rank, which says $c \neq 0$. Taking $S_{3}=S_{1}+\left[\begin{array}{ll}0 & 0 \\ 0 & \lambda\end{array}\right]$, thus $\operatorname{det} W\left(S_{1}, S_{2}, S_{3}\right)=$ $\operatorname{det}\left[\begin{array}{l}S_{2}-S_{1} S_{3}-S_{1} \\ S_{2}^{2}-S_{1}^{2} S_{3}^{2}-S_{1}^{2}\end{array}\right]=-c^{2} \neq 0$, which means that $\left(S_{1}, S_{2}, S_{3}\right)$ is complete.

## 4. Conclusion

In this paper, we presented the definitions of complete $l$-tuple of matrices and almost complete $l$-tuple of matrices, and proved that for an almost complete $l$-tuple of matrices $S_{1}, S_{2}, \cdots S_{l} \in M_{n}(\mathbb{C})$, we can always find a matrix $S_{l+1} \in M_{n}(\mathbb{C})$ depends on $S_{1}, S_{2}, \cdots S_{l}$ such that the almost complete $l$-tuple of matrices can be extended to a complete $l+1$-tuple of matrices.
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