# EVERY REAL SYMPLECTIC MATRIX IS A PRODUCT OF COMMUTATORS OF REAL SYMPLECTIC INVOLUTIONS 
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Abstract. Denote by $I\left(I_{n}\right)$ the $(n \times n)$ identity matrix. A matrix $A$ is symplectic if $A^{T} J A=J$, where $J=\left[\begin{array}{cc}0 & I_{n} \\ -I_{n} & 0\end{array}\right]$. A symplectic matrix $A$ is a commutator of symplectic involutions if $A=$ $X Y X^{-1} Y^{-1}$, where $X$ and $Y$ are symplectic and $X^{2}=Y^{2}=I$. Let $\mathbb{R}$ be the real number field. Denote by $\operatorname{tr} A$ the trace of $A$, by $A \oplus B$ the direct sum of $A$ and $B$. In this article, it is proved that every $4 \times 4$ real symplectic matrix except the matrices similar to $-I_{2} \oplus B$ for $-I_{2} \neq B \in \operatorname{Sp}(2, \mathbb{R})$ and $\operatorname{tr} B \geqslant-2$, can be decomposed into a product of at most two commutators of real symplectic involutions, and the exceptional real symplectic matrices are products of three commutators of real symplectic involutions. Using this result, it is shown that every real symplectic matrix of size greater than two is a product of a finite number of commutators of real symplectic involutions.

## 1. Introduction

An involution in a matrix group is an element $A$ satisfying $A^{2}=I$. Representations of matrices as products of involutions and commutators of involutions are interesting topics and have been studied by many scholars (see e.g. [1, 2, 4, 5, 7, 8, 9, 10, 12, 13, 14, 15]). Denote by $\operatorname{Sp}(2 n, F)$ the group consisting of all the $2 n \times 2 n$ symplectic matrices over a field $F$. A commutator of symplectic involutions is a product of two involutions (an involution and its conjugate). In [1], Awa and de la Cruz proved that every $4 \times 4$ real symplectic matrix is a product of four real symplectic involutions. In this article, we consider the problem of decomposing real symplectic matrices into products of commutators of real symplectic involutions. We wish to determine whether a $4 \times 4$ real symplectic matrix is a product of two commutators of symplectic involutions.

Denote by $\oplus$ the matrix direct sum. Assume that

$$
A=\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right], \quad B=\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right]
$$

where $A_{i j} \in \mathbb{R}^{m \times m}$ and $B_{i j} \in \mathbb{R}^{n \times n}$ for $i, j \in\{1,2\}$. The expanding sum of $A$ and $B$ is defined as

$$
A \boxplus B=\left[\begin{array}{ll}
A_{11} \oplus B_{11} & A_{12} \oplus B_{12} \\
A_{21} \oplus B_{21} & A_{22} \oplus B_{22}
\end{array}\right] .
$$

One checks that $A \boxplus B$ is permutation similar to $A \oplus B$ and $(A \boxplus B)(C \boxplus D)=(A C) \boxplus$ $(B D)$. The main results of this paper are the following theorems.
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THEOREM 1.1. Every $4 \times 4$ real symplectic matrix except the matrices similar to $-I_{2} \boxplus B$ for $-I_{2} \neq B \in \operatorname{Sp}(2, \mathbb{R})$ and $\operatorname{tr} B \geqslant-2$, is a product of at most two commutators of real symplectic involutions. The exceptional $4 \times 4$ real symplectic matrices are products of three commutators of real symplectic involutions.

THEOREM 1.2. Every $2 n \times 2 n$ real symplectic matrix is a product of a finite number of commutators of real symplectic involutions.

The proofs of these two theorems will be given at the end of section 3 . We will give some preliminaries in section 2 first.

## 2. Preliminaries

To prove our main theorems we need the following remarks and lemmas.
REMARK 2.1. Assume that $A=\left[\begin{array}{ll}A_{1} & A_{2} \\ A_{3} & A_{4}\end{array}\right]$, where $A_{i} \in \mathbb{R}^{n \times n}$ for $i \in\{1,2,3,4\}$. Then $A$ is symplectic if and only if

$$
A_{1} A_{2}^{T}, A_{3} A_{4}^{T} \text { are symmetric, and } A_{1} A_{4}^{T}-A_{2} A_{3}^{T}=I_{n}
$$

Then the inverse matrix of $A$ is

$$
A^{-1}=\left[\begin{array}{cc}
A_{4}^{T} & -A_{2}^{T} \\
-A_{3}^{T} & A_{1}^{T}
\end{array}\right]
$$

REMARK 2.2. $A \boxplus B$ is symplectic if and only if $A$ and $B$ are symplectic.
REMARK 2.3. Denote by $\mathscr{C} \mathscr{S} \mathscr{I}(m)$ the set of all products of $m$ commutators of real symplectic involutions.
(a) $\mathscr{C} \mathscr{S} \mathscr{I}(1) \subset \mathscr{C} \mathscr{S} \mathscr{I}(2) \subset \mathscr{C} \mathscr{S} \mathscr{I}(3) \subset \cdots$.
(b) Each element of the sets $\mathscr{C} \mathscr{S} \mathscr{I}(\mathrm{m})$ is closed under expanding summation, i.e., if $A \in \mathscr{C} \mathscr{S} \mathscr{I}(m), B \in \mathscr{C} \mathscr{S} \mathscr{I}(m)$, then $A \boxplus B \in \mathscr{C} \mathscr{S} \mathscr{I}(m)$.
(c) Each element of the sets $\mathscr{C S} \mathscr{I}(m)$ is invariant under real symplectic similarity, i.e., if $A \in \mathscr{C} \mathscr{S} \mathscr{I}(m)$ and $P$ is a real symplectic matrix of the same size as $A$, then $P^{-1} A P \in \mathscr{C} \mathscr{S} \mathscr{I}(m)$.
(d) $A \in \mathscr{C} \mathscr{S} \mathscr{I}(m)$ if and only if $A^{-1} \in \mathscr{C} \mathscr{S} \mathscr{I}(m)$, if and only if $A^{T} \in \mathscr{C} \mathscr{S} \mathscr{I}(\mathrm{~m})$.

The following lemma is a direct consequence of the canonical form of [6] Theorem 1 , see also $[1,11]$.

LEMMA 2.4. Each $4 \times 4$ real symplectic matrix is symplectically similar to one of the following matrices:
(1) $\mathscr{P}_{1}=\left[\begin{array}{cccc}\lambda^{-1} & -\lambda^{-2} & 0 & 0 \\ 0 & \lambda^{-1} & 0 & 0 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 1 & \lambda\end{array}\right]$, where $\lambda \in \mathbb{R} \backslash\{0\}$.
(2) $\mathscr{P}_{2}(\alpha, \mu)=\left[\begin{array}{cccc}\mu & -1 & 0 & 0 \\ 0 & \mu & \alpha \mu & \alpha \\ 0 & 0 & \mu & 0 \\ 0 & 0 & 1 & \mu\end{array}\right]$, where $\alpha \in\{-1,0,1\}, \mu \in\{-1,1\}$.
(3) $\mathscr{P}_{3}=\left[\begin{array}{cccc}a & b & 0 & 0 \\ -b & a & 0 & 0 \\ 0 & 0 & a /\left(a^{2}+b^{2}\right) & b /\left(a^{2}+b^{2}\right) \\ 0 & 0-b /\left(a^{2}+b^{2}\right) & a /\left(a^{2}+b^{2}\right)\end{array}\right]$, where $a, b \in \mathbb{R}$ such that $a^{2}+b^{2} \neq 1$.
(4) $\mathscr{P}_{4}=\left[\begin{array}{cccc}\cos \theta & \sin \theta & 0 & 0 \\ -\sin \theta & \cos \theta & \alpha & -\alpha \cot \theta \\ 0 & 0 & \cos \theta & \sin \theta \\ 0 & 0 & -\sin \theta & \cos \theta\end{array}\right]$, where $\theta \in(0,2 \pi) \backslash\{\pi\}$ and $\alpha \in\{-1,0,1\}$.
(5) $\mathscr{P}_{5}=A \boxplus B$ for some $2 \times 2$ real symplectic matrices $A$ and $B$.

The following lemma is a direct consequence of [1] Theorem 2.
Lemma 2.5. Let A be a real symplectic matrix. The following are equivalent.
(1) A is a commutator of real symplectic involutions.
(2) there exists a real symplectic matrix $B$ such that $B^{2}=A$ and $B$ is a product of two real symplectic involution.
(3) there exists a real symplectic matrix $B$ such that $B^{2}=A$ and $B$ is similar to $B^{-1}$ via a real symplectic involution.

Lemma 2.6. ([2], Theorem 8) A symplectic matrix A is a product of two symplectic involutions if and only if each number $\eta_{k}(A, \lambda)$ of $k \times k$ Jordan blocks of $A$ corresponding to an eigenvalue $\lambda$ is even.

Lemma 2.7. ([8], Lemma 2.5) A symplectic matrix A is a commutator of complex symplectic involutions if and only if each number $\eta_{k}(A, \lambda)(\lambda \neq-1)$ of $k \times k$ Jordan blocks of $A$ corresponding to an eigenvalue $\lambda$ is even, and each number $\eta_{k}(A,-1)$ is divisible by 4 .

For a matrix $A \in \mathbb{R}^{n \times n}$, by $\sigma(A)$ we denote the spectrum of $A$.
Lemma 2.8. ([1], Lemma 6) Let $A, B \in \mathbb{R}^{n \times n}$ and suppose that $M=\left[\begin{array}{cc}A & B \\ 0 & A^{-T}\end{array}\right]$ is symplectic. If $\sigma(A) \cap \sigma\left(A^{-1}\right)=\emptyset$, then $M$ is symplectically similar to $A \oplus A^{-T}$.

Lemma 2.9. ([1], Lemma 5) Let A be a $2 \times 2$ nonscalar real symplectic matrix.
(1) If $A$ is not a diagonal matrix, then $A$ is real symplectically similar to $L_{A, \mu}=$ $\left[\begin{array}{cc}\operatorname{tr} A & \mu \\ -\mu & 0\end{array}\right]$, for some $\mu \in\{1,-1\}$.
(2) If $|\operatorname{tr} A|>2$, then $A$ is real symplectically similar to both $L_{A, 1}$ and $L_{A,-1}$. In particular, $A$ is real symplectically similar to $\operatorname{diag}\left(\lambda, \lambda^{-1}\right)$.

Lemma 2.10. Let $A$ be a $2 \times 2$ nonscalar real symplectic matrix. If $\operatorname{tr} A=-2$, then $A$ is real symplectically similar to $\left[\begin{array}{cc}-1 & \mu \\ 0 & -1\end{array}\right]$, for some $\mu \in\{1,-1\}$.

Proof. Since $A$ is nonscalar and $\operatorname{tr} A=-2$, the matrix $A$ must be not a diagonal matrix. By Lemma 2.9(1), $A$ is real symplectically similar to $L_{A, \mu}=\left[\begin{array}{cc}-2 & \mu \\ -\mu & 0\end{array}\right]$, for some $\mu \in\{1,-1\}$. Let $P=\left[\begin{array}{cc}\mu & -1 \\ 1 & 0\end{array}\right]$, which is symplectic. One checks that $P^{-1} L_{A, \mu} P=$ $\left[\begin{array}{cc}-1 & \mu \\ 0 & -1\end{array}\right]$, as desired.

Lemma 2.11. Let $A=\left[a_{i j}\right]_{2 \times 2} \in \operatorname{Sp}(2, \mathbb{R})$. If $|\operatorname{tr} A|<2$, then one of the following statements holds.
(1) A is real symplectically similar to $\left[\begin{array}{ll}\operatorname{tr} A & 1 \\ -1 & 0\end{array}\right]$ for $a_{12}>0$.
(2) $A$ is real symplectically similar to $\left[\begin{array}{cc}\operatorname{tr} A & -1 \\ 1 & 0\end{array}\right]$ for $a_{12}<0$.

Proof. Since $|\operatorname{tr} A|<2$ and the determinant of $A$ is $1, a_{12}$ must be a nonzero real number. Let

$$
P=\left[\begin{array}{cc}
a_{11} \sqrt{\left|a_{12}\right|} / a_{12}^{-1} & \sqrt{\left|a_{12}\right|} \\
-\sqrt{\left|a_{12}\right|} & 0
\end{array}\right]
$$

which is symplectic. If $a_{12}>0$, then $P A P^{-1}=\left[\begin{array}{cc}\operatorname{tr} A & 1 \\ -1 & 0\end{array}\right]$. While if $a_{12}<0$, then $P A P^{-1}=\left[\begin{array}{cc}\operatorname{tr} A & -1 \\ 1 & 0\end{array}\right]$.

Now we prove that $\left[\begin{array}{cc}\operatorname{tr} A & 1 \\ -1 & 0\end{array}\right]$ is not real symplectically similar to $\left[\begin{array}{cc}\operatorname{tr} A & -1 \\ 1 & 0\end{array}\right]$ for $|\operatorname{tr} A|<2$. If the two matrices are real symplectically similar, then there exists a real symplectic matrix

$$
B=\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right] \text { satisfying }\left[\begin{array}{cc}
\operatorname{tr} A & 1 \\
-1 & 0
\end{array}\right] B=B\left[\begin{array}{cc}
\operatorname{tr} A-1 \\
1 & 0
\end{array}\right]
$$

Then we get $b_{12}=b_{21}$ and $-b_{11}-b_{22}=b_{12} \operatorname{tr} A$. Thus $\left(b_{12} \operatorname{tr} A\right)^{2}=\left(-b_{11}-b_{22}\right)^{2} \geqslant$ $4 b_{11} b_{22}$. Since the determinant of $B$ is 1 and $b_{12}=b_{21}$, we obtain $b_{11} b_{22}=1+$ $b_{12}^{2}$. So $\left(b_{12} \operatorname{tr} A\right)^{2} \geqslant 4 b_{11} b_{22}=4+4 b_{12}^{2}$. Recall that $|\operatorname{tr} A|<2$ we get $4+4 b_{12}^{2} \leqslant$ $\left(b_{12} \operatorname{tr} A\right)^{2} \leqslant 4 b_{12}^{2}$, a contradiction. Thus $\left[\begin{array}{cc}\operatorname{tr} A & 1 \\ -1 & 0\end{array}\right]$ is not real symplectically similar to $\left[\begin{array}{cc}\operatorname{tr} A & -1 \\ 1 & 0\end{array}\right]$.

## 3. Proof of the main result

Lemma 3.1. Let $A=\left[\begin{array}{cc}\cos \theta & \sin \theta \\ -\sin \theta & \cos \theta\end{array}\right] \in \operatorname{Sp}(2, \mathbb{R})$ for $\theta \in(0,2 \pi) \backslash\{\pi\}$. Then $A \boxplus A$ is not a commutator of real symplectic involutions.

Proof. Since a commutator of real symplectic involutions is a product of two real symplectic involutions, it suffices to prove that $A \boxplus A$ is not a product of two real symplectic involutions. By [1] Theorem 2, there must exist a real symplectic matrix $P$ such that $P^{-1}(A \boxplus A) P=(A \boxplus A)^{-1}$. Write

$$
P=\left[\begin{array}{ll}
P_{1} & P_{2} \\
P_{3} & P_{4}
\end{array}\right]
$$

where each $P_{i}$ is a $2 \times 2$ real matrix for $i \in\{1,2,3,4\}$. Then from $(A \boxplus A) P=P(A \boxplus$ $A)^{-1}$ we get $P_{2}=P_{3}$ and $P_{1}=-P_{4}$. From Remark 2.1 we know that $P_{1} P_{4}^{T}-P_{2} P_{3}^{T}=$ $I_{n}=-P_{4} P_{4}^{T}-P_{3} P_{3}^{T}$. Since $P_{3}$ and $P_{4}$ are real, we get a contradiction. Thus $A \boxplus A$ is neither a product of two real symplectic involutions nor a commutator of real symplectic involutions.

Lemma 3.2. Let $0<\lambda \in \mathbb{R}, \theta \in[0,2 \pi), a \in \mathbb{R} \backslash\{0\}, b, c \in \mathbb{R}$. The following symplectic matrices are commutators of real symplectic involutions.
(1) $H_{1}=\left[\begin{array}{cccc}\lambda^{-1} & 0 & 0 & 0 \\ 0 & \lambda^{-1} & 0 & 0 \\ 0 & 0 & \lambda & 0 \\ 0 & 0 & 0 & \lambda\end{array}\right]$.
(2) $H_{2}=\left[\begin{array}{cccc}\cos \theta & \sin \theta & 0 & 0 \\ -\sin \theta & \cos \theta & 0 & 0 \\ 0 & 0 & \cos \theta & \sin \theta \\ 0 & 0 & -\sin \theta & \cos \theta\end{array}\right]$.
(3) $H_{3}=\left[\begin{array}{cccc}\cos \theta & 0 & \sin \theta & 0 \\ 0 & \cos \theta & 0 & -\sin \theta \\ -\sin \theta & 0 & \cos \theta & 0 \\ 0 & \sin \theta & 0 & \cos \theta\end{array}\right]$.
(4) $H_{4}=\left[\begin{array}{cccc}1 & 0 & a & 0 \\ 0 & 1 & 0 & -a \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$ and $H_{4}^{T}$.
(5) $H_{5}=\left[\begin{array}{cccc}1 & a & c & b \\ 0 & 1 & b & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & -a & 1\end{array}\right]$ and $H_{5}^{T}$.

Proof. Choose

$$
K_{1}=\left[\begin{array}{cccc}
\sqrt{\lambda^{-1}} & 0 & 0 & 0 \\
0 & \sqrt{\lambda^{-1}} & 0 & 0 \\
0 & 0 & \sqrt{\lambda} & 0 \\
0 & 0 & 0 & \sqrt{\lambda}
\end{array}\right]
$$

One checks that $K_{1}$ is real symplectically similar to its inverse by the real symplectic involution

$$
\left[\begin{array}{cccc}
0 & 0 & 0 & 1 \\
0 & 0 & -1 & 0 \\
0 & -1 & 0 & 0 \\
1 & 0 & 0 & 0
\end{array}\right]
$$

Since $H_{1}=K_{1}^{2}$, by Lemma 2.5, $H_{1}$ is a commutator of real symplectic involutions.
Choose

$$
\begin{aligned}
K_{2} & =\left[\begin{array}{cccc}
\cos (\theta / 2) & \sin (\theta / 2) & 0 & 0 \\
-\sin (\theta / 2) & \cos (\theta / 2) & 0 & 0 \\
0 & 0 & \cos (\theta / 2) & \sin (\theta / 2) \\
0 & 0 & -\sin (\theta / 2) & \cos (\theta / 2)
\end{array}\right], \\
K_{3} & =\left[\begin{array}{cccc}
\cos (\theta / 2) & 0 & \sin (\theta / 2) & 0 \\
0 & \cos (\theta / 2) & 0 & -\sin (\theta / 2) \\
-\sin (\theta / 2) & 0 & \cos (\theta / 2) & 0 \\
0 & \sin (\theta / 2) & 0 & \cos (\theta / 2)
\end{array}\right] .
\end{aligned}
$$

One checks that both $K_{2}$ and $K_{3}$ are real symplectically similar to their inverse by the same real symplectic involution

$$
P=\left[\begin{array}{llll}
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

Since $H_{2}=K_{2}^{2}$ and $H_{3}=K_{3}^{2}$, by Lemma 2.5, $H_{2}$ and $H_{3}$ are commutators of real symplectic involutions.

Next let

$$
K_{4}=\left[\begin{array}{cccc}
1 & 0 & a / 2 & 0 \\
0 & 1 & 0 & -a / 2 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

One checks that $K_{4}$ is symplectic and $K_{4}^{2}=H_{4}$, and that $K_{4}$ is real symplectically similar to its inverse by the real symplectic involution $P$. Thus by Lemma 2.5, $H_{4}$ is a commutator of real symplectic involutions and so is $H_{4}^{T}$.

Let

$$
K_{5}=\left[\begin{array}{cccc}
1 & a / 2 & c / 2 & b / 2 \\
0 & 1 & b / 2 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & -a / 2 & 1
\end{array}\right] \text { and } Q=\left[\begin{array}{cccc}
1 & 0 & 0 & a^{-1} c \\
0 & -1 & -a^{-1} c & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right]
$$

One checks that both $K_{5}$ and $Q$ are symplectic and $K_{5}^{2}=H_{3}, Q^{2}=I, Q^{-1} K_{5} Q=$ $K_{5}^{-1}$. Thus by Lemma 2.5, $H_{5}$ is a commutator of real symplectic involutions and so is $H_{5}^{T}$.

LEMMA 3.3. $-I_{4}$ is a commutator of real symplectic involutions.

Proof. Since $-I_{4}=\left(\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right] \oplus\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]\right)^{2}$ and $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right] \oplus\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right]$ is similar to its inverse by the real symplectic involution $\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right] \oplus\left[\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right]$, we get the conclusion by Lemma 2.5.

LEMMA 3.4. $\mathscr{P}_{1}$ is a product of at most two commutators of real symplectic involutions.

Proof. If $\lambda=1$, by Lemma 3.2(5) we know that $\mathscr{P}_{1}$ is a commutator of real symplectic involutions. If $\lambda=-1$, by Lemma 3.2(5) we know that $-\mathscr{P}_{1}$ is a commutator of real symplectic involutions. By Lemma 3.3, $-I_{4}$ is a commutator of real symplectic involutions. Thus $\mathscr{P}_{1}=\left(-\mathscr{P}_{1}\right)\left(-I_{4}\right)$ is a product of at most two commutators of real symplectic involutions.

Next we assume that $\lambda \neq \pm 1$. We claim that $\mathscr{P}_{1}$ is real symplectically similar to

$$
K=\left[\begin{array}{cccc}
1 & 1 & -1 & 1 \\
t & 1+t & 1-t & t \\
0 & 0 & 1+t & -t \\
0 & 0 & -1 & 1
\end{array}\right]
$$

where $t=\lambda+\lambda^{-1}-2$. Note that

$$
K=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
t & 1 & 0 & 0 \\
0 & 0 & 1 & -t \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 1 & -1 & 1 \\
0 & 1 & 1 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & -1 & 1
\end{array}\right],
$$

then $\mathscr{P}_{1}$ is a product of two commutators of real symplectic involutions by Lemma 3.2(5).

Now we prove that $\mathscr{P}_{1}$ is real symplectically similar to $K$. Let

$$
\begin{gathered}
P_{1}=\left[\begin{array}{cc}
1 & 1 \\
\lambda-1 & \lambda^{-1}-1
\end{array}\right] \oplus\left[\begin{array}{cc}
1 & 1 \\
\lambda-1 & \lambda^{-1}-1
\end{array}\right]^{-T} \\
P_{2}=\left[\begin{array}{cc}
1-2 \lambda^{2}(1-\lambda)^{-2}(1+\lambda)^{-3} \\
0 & 1
\end{array}\right] \boxplus\left[\begin{array}{cc}
1 & -2 \lambda^{3}(1-\lambda)^{-2}(1+\lambda)^{-3} \\
0 & 1
\end{array}\right] .
\end{gathered}
$$

Then we can calculate that

$$
\left(P_{1} P_{2}\right)^{-1} K\left(P_{1} P_{2}\right)=\left[\begin{array}{cccc}
\lambda & 0 & 0 & -\lambda^{2}(\lambda+1)^{-2} \\
0 & \lambda^{-1} & -(\lambda+1)^{-2} & 0 \\
0 & 0 & \lambda^{-1} & 0 \\
0 & 0 & 0 & \lambda
\end{array}\right]
$$

Let

$$
P_{3}=\left[\begin{array}{cccc}
\lambda(1+\lambda)^{-1} & 0 & 0 & 0 \\
0 & \lambda(1+\lambda)^{-1} & 0 & 0 \\
0 & 0 & \lambda^{-1}(1+\lambda) & 0 \\
0 & 0 & 0 & \lambda^{-1}(1+\lambda)
\end{array}\right], P_{4}=\left[\begin{array}{lllc}
0 & 0 & 0 & -1 \\
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0
\end{array}\right]
$$

One checks that $\left(P_{1} P_{2} P_{3} P_{4}\right)^{-1} K\left(P_{1} P_{2} P_{3} P_{4}\right)=\mathscr{P}_{1}$. Since $P_{1}, P_{2}, P_{3}, P_{4}$ are all real symplectic matrices, we finish the proof of the claim.

LEMMA 3.5. $\mathscr{P}_{2}(\alpha, \mu)$ is a product of two commutators of real symplectic involutions.

Proof. Since

$$
\mathscr{P}_{2}(\alpha, 1)=\left[\begin{array}{cccc}
1 & -1 & \alpha & \alpha \\
0 & 1 & \alpha & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 1 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & -\alpha & 0 \\
0 & 1 & 0 & \alpha \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

by Lemma 3.2(4)(5) it is a product of two commutators of real symplectic involutions.
Let

$$
K=\left[\begin{array}{cccc}
1 & -2 & -\alpha & \alpha \\
2 & -3 & -\alpha & 2 \alpha \\
0 & 0 & -3 & -2 \\
0 & 0 & 2 & 1
\end{array}\right] \text { and } P=\left[\begin{array}{cccc}
-2 & 0 & 0 & \alpha / 4 \\
-2 & -1 & \alpha / 8 & -3 \alpha / 4 \\
0 & 0 & -1 / 2 & 1 \\
0 & 0 & 0 & -1
\end{array}\right]
$$

One checks that both $K$ and $P$ are symplectic and $\mathscr{P}_{2}(\alpha,-1)=P^{-1} K P$. Since $\mathscr{P}_{2}(\alpha,-1)$ is real symplectically similar to

$$
K=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 \\
0 & 0 & 1 & -2 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{cccc}
1 & -2 & -\alpha & \alpha \\
0 & 1 & \alpha & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 2 & 1
\end{array}\right]
$$

by Lemma 3.2(5) it is a product of two commutators of real symplectic involutions.

LEMMA 3.6. $\mathscr{P}_{3}$ is a product of two commutators of real symplectic involutions.

Proof. Let $\lambda={\sqrt{a^{2}+b^{2}}}^{-1}$. Then there exist an angle $\theta$ such that $\cos \theta=a \lambda$ and $\sin \theta=b \lambda$. Hence,

$$
\mathscr{P}_{3}=\left[\begin{array}{cccc}
\lambda^{-1} & 0 & 0 & 0 \\
0 & \lambda^{-1} & 0 & 0 \\
0 & 0 & \lambda & 0 \\
0 & 0 & 0 & \lambda
\end{array}\right]\left[\begin{array}{cccc}
\cos \theta & \sin \theta & 0 & 0 \\
-\sin \theta & \cos \theta & 0 & 0 \\
0 & 0 & \cos \theta & \sin \theta \\
0 & 0 & -\sin \theta & \cos \theta
\end{array}\right]
$$

is a product of two commutators of real symplectic involutions by Lemma 3.2(1)(2).
LEMMA 3.7. $\mathscr{P}_{4}$ is a product of two commutators of real symplectic involutions.
Proof. Let

$$
K_{1}=\left[\begin{array}{cccc}
1 & 0 & -2 \alpha \csc \theta & 0 \\
0 & 1 & 0 & \alpha \csc \theta \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], K_{2}=\left[\begin{array}{cccc}
\cos \theta & \sin \theta & 2 \alpha \cot \theta & 2 \alpha \\
-\sin \theta & \cos \theta & 2 \alpha & -2 \alpha \cot \theta \\
0 & 0 & \cos \theta & \sin \theta \\
0 & 0 & -\sin \theta & \cos \theta
\end{array}\right]
$$

Then $\mathscr{P}_{4}=K_{1} K_{2}$. Let

$$
P_{1}=\left[\begin{array}{cccc}
\sqrt{2} & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \sqrt{2}^{-1} & 0 \\
0 & 0 & 0 & 1
\end{array}\right], P_{2}=\left[\begin{array}{cccc}
1 & 0 & 2 \alpha \csc \theta & -\alpha \cot \theta \csc \theta \\
0 & 1 & -\alpha \cot \theta \csc \theta & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

One checks that $P_{1}$ and $P_{2}$ are symplectic and

$$
P_{1}^{-1} K_{1} P_{1}=\left[\begin{array}{cccc}
1 & 0 & -\alpha \csc \theta & 0 \\
0 & 1 & 0 & \alpha \csc \theta \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], P_{2}^{-1} K_{2} P_{2}=\left[\begin{array}{cccc}
\cos \theta & \sin \theta & 0 & 0 \\
-\sin \theta \cos \theta & 0 & 0 \\
0 & 0 & \cos \theta & \sin \theta \\
0 & 0 & -\sin \theta & \cos \theta
\end{array}\right]
$$

which are commutators of real symplectic involutions by Lemma 3.2(2)(4). Thus we get the conclusion.

Lemma 3.8. For each nonscalar matrices $A, B \in \operatorname{Sp}(2, \mathbb{R}), A \boxplus B$ is a product of at most two commutators of real symplectic involutions.

Proof. By Lemma 2.9(1), $A$ is real symplectically similar to $\left[\begin{array}{cc}\operatorname{tr} A & \mu_{1} \\ -\mu_{1} & 0\end{array}\right]$ and $B$ is real symplectically similar to $\left[\begin{array}{cc}\operatorname{tr} B & \mu_{2} \\ -\mu_{2} & 0\end{array}\right]$ for $\mu_{1}, \mu_{2} \in\{1,-1\}$. Thus $A \boxplus B$ is real symplectically similar to $\left[\begin{array}{cc}\operatorname{tr} A & \mu_{1} \\ -\mu_{1} & 0\end{array}\right] \boxplus\left[\begin{array}{cc}\operatorname{tr} B & \mu_{2} \\ -\mu_{2} & 0\end{array}\right]$. Let $1<\lambda \in \mathbb{R}$.

$$
\begin{aligned}
{\left[\begin{array}{cc}
\operatorname{tr} A & \mu_{1} \\
-\mu_{1} & 0
\end{array}\right] \boxplus\left[\begin{array}{cc}
\operatorname{tr} B & \mu_{2} \\
-\mu_{2} & 0
\end{array}\right]=} & \left(\left[\begin{array}{cc}
\lambda \mu_{1}\left(\lambda+\lambda^{-1}-\lambda^{-1} \operatorname{tr} A\right) \\
0 & \lambda^{-1}
\end{array}\right] \boxplus\left[\begin{array}{cc}
\lambda \mu_{2}\left(\lambda+\lambda^{-1}-\lambda^{-1} \operatorname{tr} B\right) \\
0 & \lambda^{-1}
\end{array}\right]\right) \\
& \cdot\left(\left[\begin{array}{cc}
\lambda+\lambda^{-1} & \mu_{1} \lambda^{-1} \\
-\mu_{1} \lambda & 0
\end{array}\right] \boxplus\left[\begin{array}{cc}
\lambda+\lambda^{-1} & \mu_{2} \lambda^{-1} \\
-\mu_{2} \lambda & 0
\end{array}\right]\right)
\end{aligned}
$$

By Lemma 2.9(2), the two symplectic matrices on the right side of the above equation are all real symplectically similar to $\left[\begin{array}{cc}\lambda & 0 \\ 0 & \lambda^{-1}\end{array}\right] \boxplus\left[\begin{array}{cc}\lambda & 0 \\ 0 & \lambda^{-1}\end{array}\right]$. Then by Lemma 3.2(1), we get the conclusion of this lemma.

LEMMA 3.9. If $-I_{2} \neq B \in \operatorname{Sp}(2, \mathbb{R})$, then $I_{2} \boxplus B$ is a product of at most two commutators of real symplectic involutions.

Proof. By Lemma 2.9(1), B is real symplectically similar to $\left[\begin{array}{cc}\operatorname{tr} B & \mu \\ -\mu & 0\end{array}\right]$ for some $\mu \in\{1,-1\}$. Let $1<\lambda \in \mathbb{R}$. Since

$$
\begin{aligned}
I_{2} \boxplus\left[\begin{array}{cc}
\operatorname{tr} B & \mu \\
-\mu & 0
\end{array}\right]= & \left(\left[\begin{array}{cc}
\lambda & 0 \\
0 & \lambda^{-1}
\end{array}\right] \boxplus\left[\begin{array}{cc}
\lambda \mu\left(\lambda+\lambda^{-1}-\lambda^{-1} \operatorname{tr} B\right) \\
0 & \lambda^{-1}
\end{array}\right]\right) \\
& \cdot\left(\left[\begin{array}{cc}
\lambda^{-1} & 0 \\
0 & \lambda
\end{array}\right] \boxplus\left[\begin{array}{cc}
\lambda+\lambda^{-1} & \mu \lambda^{-1} \\
-\mu \lambda & 0
\end{array}\right]\right),
\end{aligned}
$$

and the two symplectic matrices on the right side of the above equation are all real symplectically similar to $\left[\begin{array}{cc}\lambda & 0 \\ 0 & \lambda^{-1}\end{array}\right] \boxplus\left[\begin{array}{cc}\lambda & 0 \\ 0 & \lambda^{-1}\end{array}\right]$ by Lemma 2.9(2). Then by Lemma 3.2(1), we get the conclusion of this lemma.

Lemma 3.10. Let $A=\left(-I_{2}\right) \boxplus B$, where $-I_{2} \neq B \in \operatorname{Sp}(2, \mathbb{R})$. If $\operatorname{tr} B \geqslant-2$, then $A$ is a product of three commutators of real symplectic involutions and no fewer.

Proof. By Lemma 2.7, A can not be a commutator of real symplectic involutions. Suppose that $A=A_{1} A_{2}$ where $A_{1}$ and $A_{2}$ are commutators of real symplectic involutions. Since each number of Jordan blocks of $A_{k}(k \in\{1,2\})$ is even, the degree of the minimal polynomial of $A_{k}$ is at most 2 by Lemma 2.7. So there exist a monic polynomial $p_{k}(x)$ of degree two such that $p_{k}\left(A_{k}\right)=O$ and the characteristic polynomial of $A_{k}$ equals $p_{k}^{2}(x)$. Since the determinant of symplectic matrix is 1 and each number of Jordan blocks of $A_{k}(k \in\{1,2\})$ is even, one can set $p_{k}(x)=x^{2}-a_{k} x+1$ for some $a_{k} \in \mathbb{R}$. One obtains $A_{k}+A_{k}^{-1}=a_{k} I$ since $p_{k}\left(A_{k}\right)=O$. Write

$$
B=\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right] \in \operatorname{Sp}(2, \mathbb{R}), \quad A_{1}=\left[\begin{array}{llll}
a_{11} & a_{12} & a_{13} & a_{14} \\
a_{21} & a_{22} & a_{23} & a_{24} \\
a_{31} & a_{32} & a_{33} & a_{34} \\
a_{41} & a_{42} & a_{43} & a_{44}
\end{array}\right] \in \operatorname{Sp}(4, \mathbb{R})
$$

Then from Remark 2.1 one get

$$
A^{-1}=\left(-I_{2}\right) \boxplus\left[\begin{array}{cc}
b_{22} & -b_{12} \\
-b_{21} & b_{11}
\end{array}\right], \quad A_{1}^{-1}=\left[\begin{array}{cccc}
a_{33} & a_{43} & -a_{13} & -a_{23} \\
a_{34} & a_{44} & -a_{14} & -a_{24} \\
-a_{31} & -a_{41} & a_{11} & a_{21} \\
-a_{32} & -a_{42} & a_{12} & a_{22}
\end{array}\right]
$$

Compare each entry on both sides of the two matrix equation $A_{1}+A_{1}^{-1}=a_{1} I_{4}$ one obtains

$$
\left\{\begin{array}{l}
a_{11}+a_{33}=a_{22}+a_{44}=a_{1}  \tag{3.1}\\
a_{12}=-a_{43} \\
a_{14}=a_{23} \\
a_{21}=-a_{34} \\
a_{32}=a_{41}
\end{array}\right.
$$

Since $A_{2}=A_{1}^{-1} A$, compare each entry on both sides of the two matrix equation $A_{2}+$ $A_{2}^{-1}=a_{2} I_{4}$ one obtains

$$
\left\{\begin{array}{l}
a_{11}+a_{33}=-a_{22} b_{22}+a_{24} b_{21}+a_{42} b_{12}-a_{44} b_{11}=-a_{2}  \tag{3.2}\\
a_{12}=-a_{23} b_{21}+a_{43} b_{11} \\
a_{14}=-a_{23} b_{22}+a_{43} b_{12} \\
a_{32}=a_{21} b_{21}-a_{41} b_{11} \\
a_{34}=a_{21} b_{22}-a_{41} b_{12}
\end{array}\right.
$$

Combining the last four lines of equation systems (3.1) and (3.2), one gets

$$
\left\{\begin{array}{l}
a_{23} b_{21}=a_{43}\left(1+b_{11}\right) \\
a_{23}\left(1+b_{22}\right)=a_{43} b_{12} \\
a_{21} b_{21}=a_{41}\left(1+b_{11}\right) \\
a_{21}\left(1+b_{22}\right)=a_{41} b_{12}
\end{array}\right.
$$

which is equivalent to

$$
\left[\begin{array}{cc}
1+b_{22} & -b_{12} \\
-b_{21} & 1+b_{11}
\end{array}\right]\left[\begin{array}{l}
a_{23} \\
a_{43}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right], \quad\left[\begin{array}{cc}
1+b_{22} & -b_{12} \\
-b_{21} & 1+b_{11}
\end{array}\right]\left[\begin{array}{l}
a_{21} \\
a_{41}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

If $\operatorname{tr} B>-2$, one checks

$$
\left|\begin{array}{cc}
1+b_{22} & -b_{12} \\
-b_{21} & 1+b_{11}
\end{array}\right| \neq 0
$$

since $B \in \operatorname{Sp}(2, \mathbb{R})$. Thus

$$
\begin{equation*}
a_{12}=a_{14}=a_{21}=a_{23}=a_{32}=a_{34}=a_{41}=a_{43}=0 \tag{3.3}
\end{equation*}
$$

If $\operatorname{tr} B=-2$, then by Lemma $2.10, B$ is real symplectically similar to $J_{B, \mu}:=$ $\left[\begin{array}{cc}-1 & \mu \\ 0 & -1\end{array}\right]$ for some $\mu \in\{1,-1\}$ since $-I_{2} \neq B \in \operatorname{Sp}(2, \mathbb{R})$. By Remark 2.3(c), it suffices to prove that $\left(-I_{2}\right) \boxplus J_{B, \mu}$ is a product of three commutators of real symplectic involutions and no fewer. Replacing $B$ by $J_{B, \mu}$, we obtain the following equation
system from (3.2).

$$
\left\{\begin{array}{l}
a_{11}+a_{33}=a_{22}+\mu a_{42}+a_{44}=-a_{2}  \tag{3.4}\\
a_{12}=-a_{43} \\
a_{14}=a_{23}+\mu a_{43} \\
a_{32}=a_{41} \\
a_{34}=-a_{21}-\mu a_{41}
\end{array}\right.
$$

Combining equation systems (3.1) and (3.4), we get $a_{12}=a_{32}=a_{41}=a_{42}=a_{43}=0$ and $a_{11}+a_{33}=a_{22}+a_{44}=a_{1}=-a_{2}=\operatorname{tr} B / 2=-1$. Since $A_{1} \in \operatorname{Sp}(4, \mathbb{R})$, by Remark 2.1,

$$
\left[\begin{array}{ll}
a_{11} & a_{12}  \tag{3.5}\\
a_{21} & a_{22}
\end{array}\right]\left[\begin{array}{ll}
a_{33} & a_{34} \\
a_{43} & a_{44}
\end{array}\right]^{T}-\left[\begin{array}{ll}
a_{13} & a_{14} \\
a_{23} & a_{24}
\end{array}\right]\left[\begin{array}{ll}
a_{31} & a_{32} \\
a_{41} & a_{42}
\end{array}\right]^{T}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

Comparing the $(4,4)$-entry of both sides of equation (3.5) we obtain $a_{22} a_{44}=1$ (recall that $a_{12}=a_{32}=a_{41}=a_{42}=a_{43}=0$ ). Combining $a_{22}+a_{44}=-1$ and $a_{22} a_{44}=1$, we obtain $a_{22}$ and $a_{44}$ are not real numbers. Thus in this case, there does not exist real symplectic matrix $A_{1}$ such that $A=A_{1} A_{2}$ and $A_{1}$ and $A_{2}$ are commutators of real symplectic involutions.

Next we prove this lemma for $\operatorname{tr} B>-2$. In this case, we can write $A_{1}$ as

$$
A_{1}=\left[\begin{array}{ll}
a_{11} & a_{13} \\
a_{31} & a_{33}
\end{array}\right] \boxplus\left[\begin{array}{ll}
a_{22} & a_{24} \\
a_{42} & a_{44}
\end{array}\right]
$$

since equation (3.3) holds. Now we write $A_{1}=A_{0} \boxplus B_{1}$, where

$$
A_{0}=\left[\begin{array}{ll}
a_{11} & a_{13} \\
a_{31} & a_{33}
\end{array}\right], \quad B_{1}=\left[\begin{array}{ll}
a_{22} & a_{24} \\
a_{42} & a_{44}
\end{array}\right]
$$

Then $A_{2}=-A_{0}^{-1} \boxplus B_{2}$ for $B_{2}=B_{1}^{-1} B$. Since $A_{1}$ and $A_{2}$ are symplectic, one easily get that $A_{0}, B_{1},-A_{0}^{-1}, B_{2}$ are symplectic by Remark 2.2.

If one of $A_{1}$ and $A_{2}$ has real eigenvalues, then by Lemma 2.7, either $A_{1}$ or $A_{2}$ has eigenvalues $\lambda, \lambda, \lambda^{-1}, \lambda^{-1}$ for some real number $\lambda<0$. Denote it by $A_{3}$. Recall that $A_{1}$ and $A_{2}$ are commutators of real symplectic involutions. By Lemma 2.5, there must exist a real symplectic matrix $C$ such that $C^{2}=A_{3}$ and $C$ is a product of two real symplectic involutions. Since $A_{3}$ has negative eigenvalues $\lambda, \lambda, \lambda^{-1}, \lambda^{-1}, C$ must have eigenvalues $\sqrt{-\lambda} i,-\sqrt{-\lambda} i, \sqrt{-\lambda^{-1}} \mathrm{i},-\sqrt{-\lambda^{-1}} \mathrm{i}$. By Lemma 2.6, we get that $\lambda=-1$. In this case, one of $A_{1}$ and $A_{2}$ is $-I_{4}$ and the other is $I \boxplus(-B)$ by Lemma 2.7. Since $B \neq-I_{2}, I \boxplus(-B)$ can not be a commutator of real symplectic involutions by Lemma 2.7, a contradiction. Thus both $A_{1}$ and $A_{2}$ have no real eigenvalues. So $p_{1}\left(A_{1}\right)=p_{1}\left(A_{0}\right)=p_{1}\left(B_{1}\right), p_{2}\left(A_{2}\right)=p_{2}\left(-A_{0}^{-1}\right)=p_{2}\left(B_{2}\right), \operatorname{tr} A_{0}=\operatorname{tr} B_{1}=a_{1}=$ $-\operatorname{tr}\left(-A_{0}^{-1}\right)=-\operatorname{tr} B_{2}=-a_{2}$ and $\left|a_{1}\right|<2,\left|a_{2}\right|<2$. Then by Lemma 2.11, $A_{0}$ is real symplectically similar to either $\left[\begin{array}{cc}a_{1} & 1 \\ -1 & 0\end{array}\right]$ or $\left[\begin{array}{cc}a_{1} & -1 \\ 1 & 0\end{array}\right]$, and so is $B_{1}$. We suppose that $A_{0}$ is real symplectically similar to $\left[\begin{array}{cc}a_{1} & 1 \\ -1 & 0\end{array}\right]$. The other case can be proven similarly. Then
$-A_{0}^{-1}$ is real symplectically similar to $\left[\begin{array}{cc}-a_{1} & 1 \\ -1 & 0\end{array}\right]$ by Lemma 2.11. In this case, $B_{1}$ must be real symplectically similar to $\left[\begin{array}{cc}a_{1} & -1 \\ 1 & 0\end{array}\right]$. Otherwise $A_{1}$ is real symplectically similar to some symplectic matrix described in Lemma 3.1 with $\theta=\arccos \left(a_{1} / 2\right)$, which is not a commutator of real symplectic involutions. For the same reason, $B_{2}$ must be real symplectically similar to $\left[\begin{array}{cc}-a_{1} & -1 \\ 1 & 0\end{array}\right]$. So we can find a real symplectic matrix $P=P_{1} \boxplus P_{2}$ such that $P^{-1} A_{1} P=\left[\begin{array}{cc}a_{1} & 1 \\ -1 & 0\end{array}\right] \boxplus\left[\begin{array}{cc}a_{1} & -1 \\ 1 & 0\end{array}\right]$. Since $A=\left(-I_{2}\right) \boxplus B=A_{1} A_{2}$, $P^{-1} A_{2} P=\left[\begin{array}{cc}0 & 1 \\ -1 & -a_{1}\end{array}\right] \boxplus \hat{B_{2}}$ where $\hat{B_{2}}=P_{2}^{-1} B_{2} P_{2}$. Then $\hat{B}:=P_{2}^{-1} B P_{2}=\left[\begin{array}{cc}a_{1} & -1 \\ 1 & 0\end{array}\right] \hat{B_{2}}$ and $\hat{B_{2}}$ is real symplectically similar to $\left[\begin{array}{cc}-a_{1} & -1 \\ 1 & 0\end{array}\right]$. Suppose the first row of $\hat{B_{2}}$ is $[x, y]$ for $x, y \in \mathbb{R}$. By Lemma 2.11, $y<0$. We can calculate the second row of $\hat{B_{2}}$ since $\operatorname{tr} \hat{B_{2}}=-a_{1}$ and $\operatorname{det} \hat{B_{2}}=1$. So

$$
\hat{B_{2}}=\left[\begin{array}{cc}
x & y \\
-y^{-1}\left(1+a_{1} x+x^{2}\right) & -a_{1}-x
\end{array}\right] .
$$

Thus

$$
\begin{aligned}
\operatorname{tr} B & =\operatorname{tr} \hat{B}=\operatorname{tr}\left(\left[\begin{array}{cc}
a_{1}-1 \\
1 & 0
\end{array}\right] \hat{B_{2}}\right) \\
& =\operatorname{tr}\left(\left[\begin{array}{cc}
a_{1}-1 \\
1 & 0
\end{array}\right]\left[\begin{array}{cc}
x & y \\
-y^{-1}\left(1+a_{1} x+x^{2}\right)-a_{1}-x
\end{array}\right]\right) \\
& =a_{1} x+y^{-1}\left(1+a_{1} x+x^{2}\right)+y \\
& =-2+y^{-1}\left(\left(x+\frac{a_{1}(y+1)}{2}\right)^{2}+(y+1)^{2}-\frac{a_{1}^{2}(y+1)^{2}}{4}\right) .
\end{aligned}
$$

Note that $y^{-1}<0$ and $a_{1}^{2}<4$ we get that $\operatorname{tr} B \leqslant-2$, a contradiction. Thus $A$ can not be expressed as a product of two commutators of real symplectic involutions.

Now we prove that $A$ is a product of three commutators of real symplectic involutions. If $B \neq I_{2},-A$ is a product of at most two commutators of real symplectic involutions by Lemma 3.9. Then $A=(-A)\left(-I_{4}\right)$ is a product of three commutators of real symplectic involutions since $-I_{4}$ is a commutator of real symplectic involutions by Lemma 3.3. If $B=I_{2}$, then

$$
A=\operatorname{diag}(-1,1,-1,1)=\left(\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right] \boxplus\left[\begin{array}{ll}
1 & 1 \\
0 & 1
\end{array}\right]\right)\left(\left[\begin{array}{cc}
-1 & -1 \\
0 & -1
\end{array}\right] \boxplus\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right]\right)
$$

and $\left[\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right] \boxplus\left[\begin{array}{ll}1 & 1 \\ 0 & 1\end{array}\right]$ is a commutator of real symplectic involutions from Lemma 3.2(4), it suffices to prove that $\left[\begin{array}{cc}-1 & -1 \\ 0 & -1\end{array}\right] \boxplus\left[\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right]$ is a product of two commutators of
real symplectic involutions. Let $1<\lambda \in \mathbb{R}$. Then

$$
\begin{gathered}
{\left[\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right]^{-1}\left[\begin{array}{cc}
-1 & -1 \\
0 & -1
\end{array}\right]\left[\begin{array}{ll}
1 & 0 \\
2 & 1
\end{array}\right]=\left[\begin{array}{cc}
\lambda & -\lambda^{-1} \\
0 & \lambda^{-1}
\end{array}\right]\left[\begin{array}{cc}
\lambda^{-1} & 0 \\
4 \lambda & \lambda
\end{array}\right]} \\
{\left[\begin{array}{cc}
1 & -1 \\
0 & 1
\end{array}\right]=\left[\begin{array}{cc}
\lambda & -\lambda^{-1} \\
0 & \lambda^{-1}
\end{array}\right]\left[\begin{array}{cc}
\lambda^{-1} & 0 \\
0 & \lambda
\end{array}\right]}
\end{gathered}
$$

One can easily check that $\left[\begin{array}{cc}-1 & -1 \\ 0 & -1\end{array}\right] \boxplus\left[\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right]$ is real symplectically similar to the product of $\left[\begin{array}{cc}\lambda & -\lambda^{-1} \\ 0 & \lambda^{-1}\end{array}\right] \boxplus\left[\begin{array}{cc}\lambda & -\lambda^{-1} \\ 0 & \lambda^{-1}\end{array}\right]$ and $\left[\begin{array}{cc}\lambda^{-1} & 0 \\ 4 \lambda & \lambda\end{array}\right] \boxplus\left[\begin{array}{cc}\lambda^{-1} & 0 \\ 0 & \lambda\end{array}\right]$. By Lemma 2.8, these two matrices are all real symplectically similar to $\operatorname{diag}\left(\lambda, \lambda, \lambda^{-1}, \lambda^{-1}\right)$, which are commutators of real symplectic involutions by Lemma 3.2(1). Thus $\left[\begin{array}{cc}-1 & -1 \\ 0 & -1\end{array}\right] \boxplus\left[\begin{array}{cc}1 & -1 \\ 0 & 1\end{array}\right]$ is a product of two commutators of real symplectic involutions, as desired.

Lemma 3.11. Let $A=\left(-I_{2}\right) \boxplus B$. If $\operatorname{tr} B<-2$, then $A$ is a product of two commutators of real symplectic involutions.

Proof. Let $x=\sqrt{-2-\operatorname{tr} B}$. By Lemma 2.9, all the real symplectic $2 \times 2$ matrices whose traces are equal to $\operatorname{tr} B$, are real symplectically similar since the similar relation is transitive. So $B$ is real symplectically similar to

$$
\left[\begin{array}{cc}
-1-x^{2} & x \\
x & -1
\end{array}\right]=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]\left[\begin{array}{cc}
x & -1 \\
1+x^{2} & -x
\end{array}\right]
$$

whose trace is equal to $\operatorname{tr} B$. Thus $A=\left(-I_{2}\right) \boxplus B$ is real symplectically similar to

$$
\left(\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] \boxplus\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]\right)\left(\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right] \boxplus\left[\begin{array}{cc}
x & -1 \\
1+x^{2} & -x
\end{array}\right]\right)
$$

By Lemma 2.11, $\left[\begin{array}{cc}x & -1 \\ 1+x^{2} & -x\end{array}\right]$ is real symplectically similar to $\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$. Thus $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right] \boxplus$ $\left[\begin{array}{cc}x & -1 \\ 1+x^{2} & -x\end{array}\right]$ is real symplectically similar to $\left[\begin{array}{cc}0 & 1 \\ -1 & 0\end{array}\right] \boxplus\left[\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right]$, which is a commutator of real symplectic involutions by Lemma 3.2(3) with $\theta=\pi / 2$. Thus $A=\left(-I_{2}\right) \boxplus B$ is a product of two commutators of real symplectic involutions.

Proof of Theorem 1.1. By Lemma 3.10, we know that each matrix which is similar to $-I_{2} \boxplus B$ for $-I_{2} \neq B \in \operatorname{Sp}(2, \mathbb{R})$ and $\operatorname{tr} B \geqslant-2$, is a product of three commutators of real symplectic involutions. For other $4 \times 4$ real symplectic matrices, by Lemmas 2.4, $3.4,3.5,3.6,3.7,3.3,3.8,3.9$ and 3.11, we get the conclusion.

LEMMA 3.12. Let $n>1$ and $v \in \mathbb{R}^{2 n} \neq 0$. Every positive transvection $T=$ $I_{2 n}+\alpha \nu v^{T} J_{2 n}$ for some positive real number $\alpha$ is a product of two commutators of real symplectic involutions.

Proof. By Theorem 9 of [1], there exists $P \in \operatorname{Sp}(2 n, \mathbb{R})$ such that $P(\sqrt{\alpha} v)=$ $e_{1}$, where $e_{1}$ is the first column of $I_{2 n}$. Since $P T P^{-1}=J_{2} \boxplus I_{2 n-2}$ and $J_{2} \boxplus I_{2}$ is a product of two commutators of real symplectic involutions by Lemma 3.9, we get the conclusion.

Proof of Theorem 1.2. By Theorem 20 of [3], every $2 n \times 2 n$ real symplectic matrix can be expressed as a product of at most $2 n+3$ positive transvections. Then we get the conclusion since each positive transvection is a product of two commutators of real symplectic involutions by Lemma 3.12.

In [8], it is proved that every complex symplectic matrix of size greater than 2 can be decomposed into a product of at most three commutators of symplectic involutions. In this paper, we get the conclusion that every $4 \times 4$ real symplectic matrix is a product of at most three commutators of real symplectic involutions. It is an open problem for the real case and $n>2$ to determine if the number of factors is also three. It is also an open problem to give a necessary and sufficient condition in terms of the Jordan Form like Lemma 2.4 and 2.5 in [8], for a real symplectic matrix to be a commutator of real symplectic involutions.
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