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SOLUTION ALGORITHM OF THE INVERSE SPECTRAL
PROBLEM FOR DIRAC OPERATOR WITH A SPECTRAL
PARAMETER IN THE BOUNDARY CONDITION

ABID G. FERZULLAZADEH

(Communicated by J. Behrndt)

Abstract. We consider an inverse problem for Dirac system in case where one of nonseparated
boundary conditions involves a linear function of spectral parameter. We prove the uniqueness
theorem for the solution of this problem and then, based on this theorem, we construct a solution
algorithm for the considered problem.

1. Introduction

The problem of reconstructing the operators from some spectral data is called an
inverse problem of spectral analysis. Theory of inverse problems is playing an impor-
tant role in the study of spectrum of differential operators. Theory of inverse problems
has wide applications in different fields of science and technics (in mechanics, physics,
geophysics, electronics, meteorology, etc.). With the advance of quantum mechanics,
recent years saw increased interest in inverse spectral problems for various differen-
tial operators. That’s why the various versions of inverse problems became one of the
actively developing fields of modern mathematics.

Dirac equation is one of the most extensively studied differential equations. It is
a relativistic wave equation introduced by the English physicist Paul Dirac in 1928.
Describing electron behaviour, this equation combines relativistic and quantum theo-
ries. It holds an important place in various fields of modern physics and mathematics.
Thus, a system of Dirac equations is widely used in relativistic quantum theory. One-
dimensional stationary Dirac system has the following form:

BY' (x)+ Q(x)Y (x) = AY (x), (1)

o= () o= (5 50). o= (i6))

Its canonical form has been obtained by M. G. Gasymov and B. M. Levitan in [12].

where
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Denote by W2l [0, 7] the Sobolev space of absolutely continuous functions whose
derivatives are square summable in the interval [0, 7] (i.e. belong to L, [0, 7]). Assume
that the elements p(x) and g(x) of the matrix function Q(x) of the equation (1) belong
to the space W, [0,7].

Consider in [0, 7] the boundary value problem generated by the canonical Dirac
equation (1) and the general boundary conditions

AoY (0) +ArY (m) =0, )

Ag— (M@ 4 (@3
ay ax )’ a3y ax )’

air (i=1,2; r=1,4) are arbitrary complex numbers. If

(oA +pB1 (@0
(3 - (2).

then the boundary conditions (2) become

where

¥2(0) + (@A + B)y1 (0) + wy; (1) =0, 3)

y2 () +yy1 () — @y (0) =0,
where A is a spectral parameter, o, 3,y are real numbers, and @ is a complex number.
We will denote the boundary value problem (1), (3) by D (w, ., 3,7).

Spectral properties of the Dirac operator have been studied in [6, 7, 9, 13, 15, 16,
18, 24, 26, 27] and other works. Inverse problems for the Dirac operator with separated
boundary conditions (@ = 0) have been treated in [3, 11, 19, 25] and other papers.
Direct and inverse problems of spectral analysis for a Dirac system with nonseparated
boundary conditions (such as periodic, antiperiodic, quasiperiodic, generalized periodic
conditions) have been considered in [1, 8, 20, 21, 22]. In case where the nonseparated
boundary conditions involve a spectral parameter, the spectral analysis inverse problems
for the reconstruction of Dirac system have been treated in [2, 4, 5] with the proof of
uniqueness theorem.

In this work, we consider an inverse spectral problem for the boundary value prob-
lem D(w,a,B,7) in case aw # 0, i.e. in case where one of the nonseparated bound-
ary conditions involves a linear function of spectral parameter. Using spectral data, we
prove the uniqueness theorem for the solution of inverse problem. Then, based on spec-
tral data and the uniqueness theorem, we construct an algorithm for the reconstruction
of Dirac system. In the case of separated boundary conditions, two spectra are usually
sufficient to determine the potential. However, if the boundary condition is nonsepa-
rated, it is necessary to provide additional spectral data, as two spectra are not enough
[23]. It is clear from the course of the proof of the theorem that this is a definite se-
quence of signs. Note that the other properties of the spectrum of the boundary value
problem D (w, ¢, 3,y) have been studied in [10].
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2. Inverse problem

In this section, we consider the problem of reconstructing the boundary value prob-
lem D(®,o,f,y) from spectral data. Before proceeding to the inverse problem, let’s
consider the spectral data of the problem D (o, c, 3,7).

Denote by C(x,4) = (Cl (x7/l)> and S(x,A) = <s1 (x,?L)) the solutions of the

2 (x5, 1) 52 (x, 1)
equation (1) which satisfy the initial conditions
1 0
co.=(g). som-(}): @
The Wronskian of these solutions is identically equal to 1, i.e.
Cl(xal)SZ()Qz’)_C2(x7z’>sl(xva‘)E 1. )

The general solution of the equation (1) has the form
Y(x,A) = MiC(x,A) +M>S (x,1),

where M| and M, are arbitrary constants. Considering this solution in the boundary
conditions (3), then the characteristic function of the boundary value problem
D(w, o, ,7) has the following form:

d(A) = det(Ag +Are (m, 1)),

(e (mA) s (m,A)
where e (m,A) = (c; (7, 1) S; (m,A)

the following equation for the characteristic function of the boundary value problem
D(w,a.B,7):
d(A) =2Rew — ¢ (m, ) — ye1 (m,A) + |@[* sy (m,A) +
+ (oA + B) [s2 (m,A) + ys1 (7, A)]. (6)

The zeros of this function are eigenvalues of problem D (@, o, f3,7). Using the repre-
sentations given in [10, Lemma 2.1, 20, p. 108] for the functions ¢ (7,A), ¢z (7w, A),
s1(m,A) and s, (7,A) we can write the characteristic function d (A1) as follows:

) . Using the identity (5) here, we easily obtain

d(A) =2Rew+ oA (cosAm — ysinAw) + (ayA; + aBy + B — y)cos A+

+(ocA2+(xyBl—1—|w|2—By> sinAm+y(4), @)
where
A =A+0 A=Aty B = LOIPE Ly, PO 2T
17 —4(0 0) +
AZEO/[pZ(x)""qz(x)]dx, leq(n)zq( )7 Q2__q( >2q(n)7



116 A.G. FERZULLAZADEH

T
)= [l dr e Lo -7,
—T

The following asymptotic formula is true for the eigenvalues ¥, (k= =40,+1,42,...)
of the boundary value problem D (w, ¢, 3,y) [10]:

A
yk:k+a+—+

k
4(=1)*Rewb + g () (P — 1) — ab?q (0) — 20typ(m) — 20> =2 0> &
+ +=, (8
2rabk
where a = Larcctgy, b= \/1+ 72, {&} €.
Consider the boundary conditions
92(0)+ (oA + B)y1 (0) + @y (m) = 0. ©

y2 () + yy1 () — @y (0) =0,

Jj=12,
which are similar to (3). Denote the problem (1), (9) by D (w,o;,3,7), and the eigen-
values of this problem by {y,Ej )} (k=0,4+1,42,...). By the characteristic function

(6), the eigenvalues of the problem D(®,c;,,y) are the zeros of the characteristic
function

dj(A) =2Rew+U(A)+ (ajA+PB)o (1), (10)

where
UJ,.(A/):|(D‘2S1(7l',2,)—CQ(H,A)—’)/CI(TLA,% (11)
G(z’) :s2(n72’)+y51(nal) (12)

According to relation (8), we obtain the following asymptotic formula for the eigenval-
ues of this problem:

Y, =k+a+—+
k Tk
4(—1) Rewb + o;q (7'[)(]/2 — l) — Oljbzq (0) —20tj ]/p(TE) —2b% —2|(D|

+ Zﬂ()(,'bzk

é" {0} en. (13)

Also, according to (7), for the characteristic function d;(A) of the problem D (®, oj, B,7)
we have

dj(A) =2Rew+ ojA (cosAm — ysinAm)+ (otj YA + 0jBy + B — y)cos Am+

+ (oga + 0781 — 1~ @ — By ) sinAz+ y; (), (14)



SOLUTION ALGORITHM OF THE INVERSE SPECTRAL PROBLEM FOR DIRAC OPERATOR 117

T
where Y (JL) = f l[NIj (t) eihdl‘, l/NIJ' el [—7‘[,7‘6].
-

In what follows, an important role will also be played by the eigenvalues of the
boundary value problems generated by the equation (1) and the boundary conditions

y1(0) =y1(m) =0, 15)

¥1(0) =y2(7) + yy1 (x) = 0. (16)

We denote the sequence of eigenvalues of problem (1), (15) by {A;} (k=0,£1,+£2,...)
and the sequence of eigenvalues of problem (1), (16) by {u} (k=0,£1,%£2,...). The
following asymptotic formula is true for the sequence {A;}:

A =k+ Tk, [20}

where Y r? < co. Using the characteristic equation ¢ (1) = 0, [20] and Rouche’s

k=—o0

theorem, we can easily show that the asymptotic formula
1
Uy =k+ ;arcctgy—i—mk (17

is true for the eigenvalues {ty} of the boundary value problem (1), (16), where
Y m,% < oo,
k=—oo
Let’s state the inverse problem as follows:

INVERSE PROBLEM. Given the spectra {y,(cl)}, { kz)}, the sign sequence

O = sign (1 —|wsy (7, )|) (k=0,£1,£2,...) and the number @, recover the ma-

trix coefficient function Q(x) = Zgg _[]IE)(C))C)

oy, 00, B,y of the boundary value problems D (®,0,3,7), D(®,00,[3,7).

of the equation (1) and the coefficients

3. Uniqueness theorem for the reconstruction of boundary value problem

To uniquely recover the boundary value problems D (@, o, 3,y) and D (@, 0%, 3,7),
the knowledge of their spectra {y,&l) } , { 152)} is not enough. So we have to prove the
following theorem.

THEOREM 1. The spectra {%51)}’ { 152)}’ the sign sequence

O =sign (1 —|osy (m,1)]) (k=0,+£1,42,...)

and the number @ uniquely recovered the boundary value problems D (o, o, 3,7) and
D(w? az?ﬁ?)/)‘
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Proof. From [14, Lemma 1.3] it follows that the characteristic function d; (1) can

be uniquely recovered by means of the sequence {y,&j )} in the form of infinite product

| | 2
d;(n) = —me /T2 (¥ -2) (H0-2) TI ”“T (18)
k= —oo
k0

) 5 2Re®
where aj\/m = D) +1> '

m lim k (Vzk Nkt

Using the asymptotic formula (13), we can determine 7y as follows:

y= limetgr (y,Ej) - k) : (19)
By (14),
dj(2k) = 2Rew + 2koij+ ajyA + ojBa + B — v+ v (2k) . (20)
Using this equality, we can recover the parameters ¢;; and o, as follows:
1. dj(2k)
o= 5 )im == @b

After having determined the parameters y and «a;, we can easily recover 8. As j=1,2
in the equality (20), we have

dy(2k) =2Rew + 2koy + oy YA + oy By + B — Y+ wy (2k),
dr(2k) =2Re® + 2koty + 0 YA + By + B — Y+ v (2k) .

On multiplying the first of the last two equalities by ¢, and the second one by ¢ , and
then subracting one from another, we easily obtain

(X2d1 (2]{) — O£1d2 (Zk)
o — 0

B=—2Rewr+y+ — s (24),

T .
where w3 (1) = [ (1) e*dt, i3 € Ly[—m,w]. Passing to the limit as k — oo, we
—7T

obtain the following formula for the recovery of parameter 3:

B =—-2Rew+ v+

o alm [ondy (2k) — ondy (2k))]. (22)

Using the equality (10), we can determine the function ¢ (1) as follows:

_ Q) -d ()

oc(A)= 23
(*) (a1 — o)A @3)

Also, by means of (10), the function U, (1) can be recovered as follows:
U, (M) = 0adi (1) ~ s () —BG (1) —2Rew. (24)

Oh — 0



SOLUTION ALGORITHM OF THE INVERSE SPECTRAL PROBLEM FOR DIRAC OPERATOR 119

Now let’s consider the function
U-(A) = —|of*si (w,A) =2 (m,4) = yer (m.2). (25)
From (11), (25) and
ci(m,A)o(A) =s1(m,A) [c2(m, A) + yer (m,A)] = 1 (26)
it easily follows that
Ur(A)—U%(A) = 4|0 (¢ (T,A) o (A)—1).
Taking into account in the last equality that the eigenvalues p; are the zeros of the
function o (1), we obtain
U () — U () = 4o
Then
U (1) = sign U— () \/ U () — 4 o] 27)
From (25) and (26) it follows
1—|of s (7, )
s1 (7, k) s1 (7, k)

Using the intermittency of the zeros of the functions s; (,4) and o (A1) ( this fact is
easily shown by the method given in [3] ), we can obtain sign s| (7, 1) = (—1)*"'. By
the relations (27) and (28), we have

U- () = (1)1 860/ U () — 4. (29)

O(A) =U (1) —U_(A)+2|o|*sinAx. (30)
It is known [10, 20] that

U- () = — |51 (m, ) = (28)

Let

s1(m,A) = —sinAm+ @ (1),

c1(m,A) =cosAm+ @ (L),
co(m,A) =sinAx+ @3 (),

where .
or(2) = [ 50 eHdr, 4, (1) € Lo[-m,], p=1.2.3.
—T

Taking into account the last relations, the asymptotics 1 and [20, Lemma 2], we obtain

Y @ (w)|? < ee. Then, from [17, Theorem 28], the function @ (1) satisfies the

—=—o0

interpolation formula

=

— @ ()
PD=0W 2 Gy ) ey
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where
Q) = Us () + (— 1) 80/ U2 (1x) — 4|0 + 2| @] sin gy 7. (32)

Hence we see that in order to determine the function U_ (1) from (30), it suffices to

(1) (2)

determine, in addition to the spectra {yk } and {yk2 }, the sequence {0 }.

Then we can recover the function s; (,A) by means of the functions U (1) from

the formula .
s1(mA) = ——= [Us (A) = U-(A)]. (33)
2|l

The zeros A; of this function are the eigenvalues of the boundary value problem gener-
ated by the equation (1) and the boundary conditions (15).

As 0 (A), s1(m,A) and y are determined, the function s, (7,A) can be recovered
by means of the equality

S2(7T,2,):O'(A)—']/S1(ﬂ:,x), (34)

which follows from (12). The zeros 6; (k=0,%1,£2,...) of this function are the
eigenvalues of the boundary value problem generated by the equation (1) and the bound-
ary conditions y; (0) =y, (7) = 0.

As is known [11, 20], the sequences {} and {A;} determine uniquely the matrix
coefficient function Q (x).

So, the spectra of the boundary value problems D (w,ay,f,y), D(w,00,B,7),
the sign sequence {0} and the number @ uniquely recover also the coefficient Q (x)
of the Dirac equation and the parameters o1, 05, 3,7 of the boundary conditions. [J

The theorem is proved.

4. An algorithm for the reconstruction of boundary value problem

Based on the uniqueness theorem proved above, let’s construct the following algo-
rithm for the recovery of boundary value problems D (w, o, 3,7) and D (w, s, f3,7).

ALGORITHM. Let the spectral data {Jél)} , {y,(f)} of the boundary value prob-

lems D (o, a,B,7) and D(w,00,,7), the sign sequence {0} and the number @ be
given.

Step 1. Recover the characteristic function d; (A) from the infinite product (18)
by means of the sequence {y,EJ )} .

Step 2. Determine the parameters y, o (j = 1,2), B of the boundary conditions
(9) by the formulas (19), (21), (22), respectively.

Step 3. Recover the function ¢ (1) from the formula (23) and find the zeros 1 of
this function from (17).

Step 4. Recover the function Uy (1) from (24).

Step 5. Using (27) and (29), calculate the values of the function U_ (A1) at the
points {uy}.
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Step 6. Recover the function ¢ (1) by the interpolation formula (31), where the
sequence ¢ (1), (k=0,£1,42,...) is calculated by (32).

Step 7. Using the interpolation formula (31) and the function Uy (1) construct the
function U_ (A1) given by (25) from the equality (30).

Step 8. Using the functions Uy (1), find the characteristic function s, (,A) of
the boundary value problem (1), (15) from the formula (33).

Step 9. Using the functions ¢ (1), s (7,A) and parameter 7y, find the character-
istic function s, (7, 4) of the boundary value problem (1), y; (0) =y, (7) = 0 from the
formula (34).

Step 10. The recovery of coefficient Q (x) of the Dirac equation (1) is performed
by means of the sequences {A;} and {u;} in accordance with the procedure described
in[11, 20].
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