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Abstract. Motivated by an influential result of Bourgain and Tzafriri, we consider continuous
matrix functions A : R — M,,», and lower ¢»-norm bounds associated with their restriction
to certain subspaces. We prove that for any such A with unit-length columns, there exists a
continuous choice of subspaces 7 +— U(r) C R" such that for ve U(r), ||A(z)v|| > c||v| where
¢ is some universal constant. We provide two methods. The first relies on an orthogonality
argument and it yields an optimal asymptotic dependence for dim(U(¢)) on n and sup, g ||A(?) ||
but it does not preserve any structure for U(r). The second is probabilistic and combinatorial in
nature and it does not yield the optimal bound for dim(U(¢)) but the U(¢) obtained in this way
are guaranteed to have a canonical representation as joined-together spaces spanned by subsets
of the unit vector basis.

1. Introduction

This paper concerns itself with continuous matrix functions A : R — M,«, re-
stricted to linear subspaces and certain lower ¢;-norm bounds satisfied on these sub-
spaces. Itis motivated by specific results in the non-continuous (static) setting. Inspired
by problems in harmonic analysis and the geometry of Banach spaces, a seminal 1987
article by Bourgain and Tzafriri ([5]) proved the following.

THEOREM 1.1. ([5]) There exist universal constants co,doy > 0 such that for any
A € Myxn(R) with ||Aei|| =1 for 1 <i< n there exists ¢ C {1,...,n} with |c| >
don||A|| =2 such that for any set of scalars {a;} jc,
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Equivalently, for Us = (ej : j € ) and for any v € Us, ||Av|| = co||v].
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For the remainder of the paper, let ¢y and dy be a pair of constants satisfying
the conclusion of Theorem 1.1. We point out that a dimensional estimate of order
n||A||~? is optimal up to a constant (see Remark 3.7). Intuitively, the Bourgain-Tzafriri
result guarantees the existence of a “large” coordinate subspace of R" on which A
does not shrink vectors “excessively.” The above result implies that A is invertible
when restricted to U which was the original motivation for [5], and hence the term
restricted invertibility. The U from the above theorem is a particularly simple type of
subspace namely one spanned by a subset of standard basis vectors.

The coordinate structure of the subspace U is a central aspect of Theorem 1.1. A
far more elementary spectral decomposition argument also yields a high-dimensional
subspace U, without any structure, on which A satisfies a lower ¢, bound. For any
A € My«n(R) and any y € (0,1) there exist a subspace U of R” with such that for any
x€ U, |Ax] > vl and

2
aim(u) > (Mis _ 202, @

If A has unit-length columns then ||A||3g = n and thus dim(U) > (1 —¥*)n||A| =2 (see
Section 2).

Theorem 1.1 from [5] and subsequent work of Bourgain and Tzafriri ([6], [7]) are
strongly related to the famous Kadison-Singer conjecture [10]. This was a central prob-
lem in C*-algebras that was restated by Anderson in [2] as a problem about matrices
and it was proved by Casazza and Tremain in [8] that a certain statement that is related
to Theorem 1.1 is equivalent to this conjecture. Within this context (and others), The-
orem 1.1 has been studied, reproved, and generalized many times including results by
Vershynin in [21], by Spielman and Srivastava in [20] (who showed that for 0 < &€ < 1
one can choose ¢y = € and dy = (1 —¢€)), and by Naor and Youssef in [18]. Using
some of the techniques developed in [20], Marcus, Spielman, and Srivastava eventually
solved the Kadison-Singer conjecture in [16].

The preservation of lower ¢, -norm bounds on subspaces is also related to a prob-
lem from infinite-dimensional Banach space theory, namely the factorization property
of bounded linear operators with large diagonal. This problem has its origins in An-
drew’s paper [3] and it has been further developed by Laustsen, Lechner, and Miiller
in [11], by Lechner in [12], by Lechner, Miiller, Schlumprecht, and the third author
in [13] and [14], and others. In the finite-dimensional Euclidean setting, the problem
can be stated as follows: Given n € N and 6 > 0, determine C > 0 and m € N such
that every norm-one n x n matrix A = (a; ;) with min|a;;| > 6 is a C/0-factor of the
m x m identity matrix /,,. This means that there exist matrices L and R of appropriate
dimension such that ||L||||R|| < C/6 and LAR = I,,. By (2) one may take C =2 and
m > (3/4)n62. The continuous version of this problem was investigated by Dai, Hore,
Jiao, Lan, and the third author in [9] where non-optimal estimates were given.

We turn out attention towards formulating a version of Theorem 1.1 in the setting
of a continuous matrix function A : R — M,«,. A point-wise application of Theo-
rem 1.1 gives that there exists a choice of coordinate subspaces of constant dimension
U(t) CR", forall # € R such that v € U(¢), ||A(¢)v]| = c||v|]|. However, the collec-
tion {U(¢)};er is not a priori known to satisfy any useful properties. The property
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of focus in this paper is continuity. We say that a collection {U(7)};cr of subspaces
varies continuously or is a continuous collection of subspaces if the matrix function
P:R — M,x,, assigning to each # € R the orthogonal projection P(¢) onto U(z), is
continuous (see Definition 2.3 and Theorem 2.5). We focus on generalizing Theorem
1.1 by formulating two problems.

PROBLEM 1. Given a continuous matrix function A : R — M,,,(R) satisfying
pointwise the same hypotheses as those in Theorem 1.1, is it possible to find subspaces
{U(¢)}+er that vary continuously satisfying a similar lower ¢, -norm bound? If so, are
there obtainable bounds on dim(U (¢))?

Without involving the Bourgain-Tzafriri theorem we use elementary techniques
from linear algebra and analysis to obtain the desired collection {U (z)};cr with a lower
bound of the dimension which is indeed optimal up the imposed restriction on the ma-
trix function A and up to a universal constant. More precisely, in Section 3 we prove
the following result, in which no structure for the subspaces U (¢) is guaranteed.

THEOREM 1.2. Let A: R — M, «, be a continuous matrix function, satisfying the
property that for all t € R, ||A(t)ei|| =1 for every 1 <i < n. Let A= sup,||A(1)]|
and vy € (0,1). Then, there exists a continuous family of m-dimensional subspaces
{U(t)}er where m > (1 —*)n/(TA?) such that for every t € R, and every v € U(t),
[Av]] = 7lv]l.

Note that the Hilbert-Schmidt norm of each A(z) is y/n and therefore A < \/n.

If we wish to obtain a more rigid collection of subspaces {U(¢)};cr, and thus a
statement that is more similar to the Bourgain-Tzafriri theorem, then we must reformu-
late the problem. To that end we introduce the following notion, that is compatible to
continuously varying subspaces.

DEFINITION 1.3. An m-dimensional subspace U of R" is called a quadratic con-
vex combination of disjoint basis vectors if there exist disjoint subsets o7 = {ij <+ <
imbs, O ={j1 <+ <jm} of {1,...,n} and A € [0,1] such that U is spanned by the
orthonormal sequence u; = A'/%¢;, + (1 —2)"%¢;,, k=1,...,m. If we wish to be
more specific, we will say that U is a A -quadratic convex combination of Ug, and
Us, .

PROBLEM 2. Given a continuous matrix function A : R — M,,,(R) satisfying
pointwise the same hypotheses as those in Theorem 1.1, is it possible to find subspaces
{U(t)}+er that vary continuously, satisfy a similar lower ¢, -norm bound, and such that
forall 7 € R, U(r) is a quadratic convex combinations of disjoint basis vectors? If so,
are there obtainable bounds on dim(U (¢))?

Following the original proof of Bourgain and Tzafriri from [5], we deploy prob-
abilistic and combinatorial techniques to give an answer to Problem 2. As a trade-off
for the structural properties of the obtained continuous choice of subspaces, the dimen-
sional estimate is weakened. The following, is the main result of our paper.
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THEOREM 1.4. There exists universal constants c,d > 0 such that for all contin-
uous matrix functions A : R — My, with the property that ||A(t)ei|]| =1 forallt € R
and 1 < i< n, there exists a continuous family of m-dimensional subspaces {U (t) },cr
of R" with m > dn/A* where A = sup, ||A(t)|| such that ||Av| > c||v|| for every t € R
and every v € U(t). Furthermore, each subspace U (t) is a quadratic convex combina-
tion of disjoint basis vectors.

The impact of this improved choice of subspaces on the dimensional estimate is on
the exponent of A. In light of Theorem 1.2, it is important to justify why such a steep
price in dimension must be paid in the second method, which is presented in Section
4. We begin with a consideration of the issues that arise with a pointwise application
of the Bourgain-Tzafriri result. Were we to try to merely apply Theorem 1.1 pointwise
given A : R — M,,, we would be able to generate a suitable collection {c;};cr of
subsets of {1,...,n}. Of course, this is not enough: Uy, cannot be chosen uniformly
with respect to 7, so there is no reason to suppose that for two arbitrarily close points
11,1, the corresponding Us,,Uq, would serendipitously satisfy the required continuous
transition property. To see this, it is enough to notice that satisfactory sets ¢; at a point
need not be unique.

Instead we find a suitable countable sequence of points (7;);cz , apply a static result
a la Bourgain-Tzafriri at each such # to first find a subset o; of {1,...,n} and then
conclude by means of a “stitching” argument. By this, we mean that we continuously
pass between Uy, and Us,,, on [t;,7;;1] via quadratic convex combinations U(z) of
Uy, and Ug,,, while simultaneously preserving the desired lower ¢>-norm bound of
A(t) on U(t). Importantly, it is necessary that on the whole interval [f;,7;11], A(7)
already satisfies this bound on both Uy, and Us,,,. But this alone is not sufficient.
Without further stipulations, U(z) could fail to preserve the desired properties at some
point (e.g., U() and kerA(#) may momentarily intersect for some 7 € [t;,#11], which
would immediately violate the lower ¢, -norm bound). From this, it becomes clear that
there must be some relationship between o; and o;+; that would preserve the minimal
stretch property during the “stitching” procedure. It is sufficient to require that for all
t € [ti,t;11], A(t) satisfies the desired bound on the whole subspace Ug,ug;, ; -

To achieve this, we rely on an iterative application of a modified Bourgain-Tzafriri
argument. The modification introduces a dependence of each subsequent column set
on the one that precedes it; the iteration consists of passing to subsets of the generated
column sets, and allows for the modification to be bilateral. Then, each column set
depends on both the one that precedes it and on the one that will follow. This is where
the loss of optimality occurs.

Because the iterative application of the modified Bourgain-Tzafriri result incurs
the loss of optimal dimension, in the proof of Theorem 1.2, we base the argument on a
different way of refining the column sets. We introduce a dependence that allows for a
different “stitching” argument to be made which takes place at the level of the spaces
A(t)(Us,;) and A(t)(Usg,,,)- This is based on nice properties of orthogonal subspaces,
to which one may conveniently pass with a judicious construction. As the spectral
decomposition estimate is applied once and subsequent modifications come only at the
cost of worse universal constants, this optimally solves Problem 1.
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Closely related to Problem 1, is the following problem considered in [9].

PROBLEM 3. Given n € N and 6 > 0, determine C > 0 and m € N such that
for every continuous matrix function A = (a; ;) : R — M,, with ||A()[| <1 and
min;|a;i(t)| > 6 for every ¢+ € R there exists continuous matrix functions L : R —
Miyxns R:R — My sothat L(t)A(¢)R(¢) = I, and sup, ||L(¢)||||R(¢)]| < C/6.

In Theorem 3.10 we will show that a solution to Problem 1 also offers one for
Problem 3.

The paper is organized as follows. Section 2 recalls the preliminaries of matrices
and continuous matrix functions. Section 3 is devoted to the proof of Theorem 1.2 using
elementary tools. The expert reader may wish to skip directly to Section 4, in which
we prove Theorem 1.4 by adapting the original approach of Bourgain and Tzafriri from
[5]. In Section 5 we briefly discuss possible future directions of this line of research.

2. Preliminaries

In this section we recall various norms, recall the concept of continuous matrix
functions, and discuss continuously varying subspaces of R”. We denote the standard
basis for R" by {ej,...,e,} and assume the norm on R” to be the 2-norm: ||x|| =

[ xl-z)% for all x € R". We begin by defining useful quantities on M,,, , the space
of all real valued m x n matrices.

DEFINITION 2.1. Let A = (a; ;) € Myxn.
(i) The operator norm of A is defined as
JA]l = sup { x| x € R" || = 1}.

If U is a subspace of R", let ||A|y|| = sup{||Ax|| : x € U, ||x|]| = 1}.

(i1)) The minimal stretch of A is defined as

my = inf{HAxH xeR" x| = 1}.
If U is a subspace of R”", let my|,, = inf{[|Ax|| : x € U, ||x|| = 1}.
(iii) The Hilbert-Schmidt norm of A is defined as
n 1/2 n 1/2
lAllus = (X Iael?) " = (X Xat)
i=1 i=1j=1

We point out that these quantities can be equivalently defined as follows. Let
(0;)™\" denote sequence of the singular values of A. Then ||A|| = maxo; whereas
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my =mino; and ||A||gs = (tr(ATA))Y/2 = (3" 67)/? (see, e.g., [15, Theorem 7.4.3]).
These yield the following estimates.

1/2
IA] < [Allus < (rank(A)) "2 |A]l.

For an n x n matrix the formula ||A||gs = (37, 67)'/? is also used to deduce (2).
Take a singular value decomposition A = WEVT | where ¥ = diag(oy,...,0,) is the
singular value matrix of A and W, V = [v;--- v,] are orthogonal matrices. Then, for
any y € (0,1) the space U = ({v; : 0; > y}) satisfies the property that for all x € U,
|Ax|| = vlix||. Set E = {v;: 6; > v} and observe

lAlls = X, 0f + 3, o <#E|A|*+n.
i€E i¢E

Solving for #E yields (2).

DEFINITION 2.2. Let I be an interval of R. A matrix function A = (a; ;) : I —
My 1s said to be continuous if its entries a; j : I — My;x, are continuous.

It is well known that A is continuous if and only if it is continuous as a function
from the metric space (I,|-|) to the normed linear space (My,xn,] - ||) (see, e.g., [9,
Lemma 3.1]).

DEFINITION 2.3. Let I be an interval of R and let {U(¢)};e; be a family of
subspaces of R”.

(i) The family {U(¢)},es is said to be a continuous choice of subspaces of R” if the
function P : I — M,«, where P(r) is the orthogonal projection onto U(z) for all
t € I is continuous.

(i) The family {U(¢) };¢; is said to admit a continuous choice of basis if, for some m €
N, there exist continuous ¥,...,%, : I — R" sothatforeachz €1, 7, (¢),..., ¥ (?)
form a basis of U(r).

LEMMA 2.4. If I is an interval of R and a family {U () };er of subspaces of R"
admits a continuous choice of basis Vi, ..., Yy : I — R" then it also admits a continuous
choice of orthonormal basis uy,...,uy : I — R". Therefore {U(t)}:cr is a continuous
choice of subspaces of R".

Proof. Define uy(t) = ||y1(¢)|| 71 (). By induction on k =2,...,m let ii(t) =
%(t) — S (e),ui(t))ui(t) and u(t) = |[iix(t)|| " iix(¢). This yields a continuous
choice of orthonormal basis uy,...,u, : I — R". Finally, note that for each ¢ € I,
putting W (¢) = [u (¢) - - um(t)] we have that P(t) = W(t)WT (¢) the orthogonal projec-
tion onto U(¢) and P : I — M, is continuous. [

Our next goal is to show that (i) and (ii) of Definition 2.3 are in fact equivalent.
Note it is essential that the domain 7 is a subset of R. Indeed if we replace I with the
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unit circle S! then this would no longer be true since we are working with subspaces of
R". For example, for all x = (cos(8),sin(8)) in S! let

U(cos(0),sin(0)) = ((cos(6/2),sin(8/2))) C R>.

Then {U(x)},cs is a continuous choice of subspaces of R? for which a continuous
choice of basis is impossible.

THEOREM 2.5. Let I be an interval of R. A family of subspaces {U (t) }e; of R"
is continuous if and only if it admits a continuous choice of orthonormal basis.

The proof of the above requires some preparatory steps. For each of the following
lemmata, let / be an interval of R and P : I — M,«, be a continuous matrix function
such that P(¢) is an orthogonal projection for all 7 € R.

LEMMA 2.6. The rank of P(t) is constant forall t € I.

Proof. Since the rank of an orthogonal projection is equal to the trace of the or-
thogonal projection, and since tr(P(¢)) : I — R is continuous when P is continuous,
the result follows. [J

LEMMA 2.7. Forall ty €I there is an € > 0 and continuous functions y,..., % :
(to—&,t0+€)NI — R" such that forall t € (to—¢€,t0+€)NI, S(P(t)) = (1 (t),.... %(1)).

Proof. Let ty € I. By assumption, rank(P(fp)) = k, so there exist k linearly inde-
pendent columns of P(t9), {Pe;; (t())}’;:1 , which span 3(P(1)). That is,
S(P(t())) = <P€,‘l (Io) .. .Pe,'k(l‘()».

Since rank(Pe;, (t) . .. Pe;, (to)) = k, we can find k suitable rows of the matrix [Pe;, (7). ..
Pe; ()] to obtain B : R — M, such that B(fy) is invertible (by virtue of satisfy-
ing detB(tp) # 0). The continuity of the determinant function guarantees the exis-
tence of an € > 0 such that for any 7 € (fp — €,70+ &) NI, detB(r) # 0. Thus, for any
t € (to— €,10+€&) NI rank(Pe; (t)...Pe; (t)) = k and so

S(P(1)) = (Pei,(t)... Pei, (1)) as rank(P(t)) = k

(where B(t) is the minor of P() defined using the same components as B(fp)). O

LEMMA 2.8. Let a<c¢ <b<d and P: (a,d) — Myx, be continuous and let
k =rank(P(r)) forall t € R. Assume that 3(P(t)) admits a continuous choice of basis
Yi,---s % : (a,b) = R" on (a,b) and another continuous choice of basis on (c,d).
Then, Vi,...,% may be extended to a continuous choice of basis on (a,d).
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Proof. By Lemma 2.7, it is sufficient to show that we can “stitch together” contin-
uous bases with intersecting domains. Let

o,..., 0 (a,b) = R"s.t. Vr € (a,b), Im(P(t))
By, Br: (c,d) = R" s.t. Vi € (¢,d), Im(P(z))

(o (1),...,0q(1))
Bu(t),..., Be(t))

for some a < ¢ <b<d. Let tp € (c,b). Then we can write the 0;(f9) as linear
combinations of B(ty),...,Bk(t0) since {0y (19),...,0u(t0)) = (Bi(t0),---,Br(to)). In
k

other words, for each i € {1,...,k}, there are (A;)%_, s.t. o(to) = Y AijB;(t0).-
=

Since the (Ot,-(to))f-c:1 and ([3,-(t0))f-€:1 are bases of Im(P(19)), the A;; uniquely
determine an invertible matrix F' = (4;;) € M (R), for which

o (10)” B(to)"
. _Fl

0 (10)" B(to)”

Define (V1,...,%) : (a,d) — M,xx(R) by:

f@) ) 1<
(”(”’”"”@)‘{(ﬁ1<t>7...,ﬁk<t>>FT (> 1.

Then for every 7 € (a,d), Im(P(¢)) = (yi(¢),...,%(t)) (since detF # 0), and the ¥
are continuous. [l

Proof of Theorem 2.5. Let P : I — M, be continuous such that for all # €I,
P(t) is an orthogonal projection. We want to construct u; : I — R” continuous such
that u;(¢),...,ur(t) form a basis of Im(P(r)) for every ¢ € I. For simplicity, let us
assume that / =R as the other cases are similar.

We work first with [—1,1]. As it is compact, by Lemma 2.7, [—1,1] admits a
finite cover by open intervals (a;,b;) so that there exist continuous 7j; : (a;,b;) — R”
such that for 7 € (a;,b;),(¥j1(),...,Yjx(t)) is a basis of Im (P(z)).

Without loss of generality, we assume a;; < b; to obtain a cover by “interlock-
ing” intervals (with non-empty sequential intersections). A finite, step-by-step applica-
tion of Lemma 2.8 allows for the construction of continuous ¥ : [—1,1] — R” such that
(71(2),....,%(2)) is a basis of Im (P(¢)) for each ¢ € [—1,1].

Suppose %(t) is defined for all + € [—m,m]. We will extend ¥ to [—(m+1),m+
1]. We similarly use Lemma 2.7 and the compactness of [—(m+ 1),m+ 1] to obtain a
suitable finite open cover, whereupon we apply Lemma 2.8 as above to define ¥ (¢) for
t € [-(m+1),m+ 1] without modifying ¥; on [—m,m|. Notice that ¥ is well-defined
as it is independent of the choice of m (subsequent extensions of % do not alter the
behaviour of the function on a domain on which it was previously defined). [
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3. Method I: Optimal Dimensional Bound

In this section we prove Theorem 1.2 and then show how it can be used to provide
a solution to Problem 3.

3.1. The proof of Theorem 1.2

We start by proving some statements that will allow us to find appropriate sub-
spaces of R" and then stitch them together. Although this proof combines well known
concepts, we have chosen to present some of their proofs for the purpose of making the
paper as self contained as possible.

PROPOSITION 3.1. If X and Y are linear subspaces of R" and dimX = dimY =
m, then there exist linear subspaces X C X,Y C Y such that dimX,dimY > | 5] and
X1y.

We will prove Proposition 3.1 by using the notion of principal angles of subspaces
(see, e.g., [1]), as it will also be used later.

LEMMA 3.2. Given two subspaces X and Y of R" of dimension m, there exist
orthonormal bases {x\,xa,...,xu} and {y1,v2,...,ym} of X and Y respectively, such

that (x;,y;) =0 for any i # j.

Proof. Define P:R" — Y to be the projection map onto Y. Let P = P|x, and
so, P: X — Y. Define A=P*P:X — X. Then A is self-adjoint, so the Spectral
Theorem implies there is an orthonormal basis {xi,...,x,} of X such that each x; is
an eigenvector of A. Now, let i = Px; and 6 = {1 <i<m:5;#0}. Fori € o let
yi = |[3i]~'5i. Note for i, j € 6 with i # j that

(31,97) = (Pxi, Pxj) = (xi, P*Pxj) = (xi,Ax;) = A (xi,x) =0

so the sequence (y;)ieo is orthonormal. Extend (y;)ico to an orthonormal basis (y;)"
of Y. It now remains to check that (x;,y;) =0 for i # j. If Px; = 0, then x; is
orthogonal to every vector in Y. Otherwise, notice that u; e R" =Y @Y L and so we
can express it as x; = J; +y§ where yﬁ =xi—Ji € YL . Then, it follows:

(xi,yj) = Fi+yhLyi) = Guy))+ Ohy)=0. O

We can now proceed with the proof of Proposition 3.1

Proof. Lemma 3.2 yields orthonormal bases {xi,...,x,} and {yi,...,ym} of X
and Y respectively, such that (x;,y;) =0 when i # j. When m is odd, define X =
({xt,--xp }) and ¥ = ({yrm7,--,ym—1,ym}). Then (x;,y;) =0 forall 1 <i<
Bl [51<j<m. i i

If m is even, define X = ({x1,...,.xz}) and ¥ = ({ym y,...,ym—1,ym}). Then
(xi,y;) =0forall 1 <i<F, F+1<j<m. Thus, X L Y. O
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By Proposition 3.1, given any two subspaces, we can always find orthogonal sub-
spaces at the cost of reducing the dimension by half. The following result again appeals
to Lemma 3.2 in order to show that given two subspaces of a fixed dimension, it is pos-
sible to traverse from one subspace to another through a continuously varying choice of
subspaces of the same dimension. Note that this is also a standard argument used, e.g.,
to show the path-connectedness of the Grassmannian.

PROPOSITION 3.3. Let X,Y C R", with dim(X) = dim(Y) = m. Then, for any
a<b €, there exists a continuous choice of subspaces {U () },c[a) of R", such that
X=U(a) and Y =U(b), and U(t) liesin X +Y forall t € [a,b].

Proof. Using Lemma 3.2, we can find an orthonormal bases {xi,...x,} and
{y1,.--ym} of X and Y respectively such that (x;,y;) =0 whenever i # j. Now define
for 1 <i<m,

t— t—
(1 — a ) X; + ( b—a> y; if x;, y; are linearly independent
a —a

Vi if x;, y; are linearly dependent.

Let U(t) = (uy(t),u(t),...,un(t)). Observe that U(a) =X and U(b) =Y. No-
tice that for any 7 € [a,b], at no point do we have linear dependence between the u;’s as,
in fact, they are always orthogonal. Thus, {U(t)},c[,5 as defined above is our required
family of subspaces. [

The following lemma guarantees the existence of a discrete collection of points in
R" such that the application of Theorem 1.1 on all points of this collection preserves
the desired minimal stretch property on overlapping intervals covering R.

LEMMA 3.4. Let € >0 and A : R — M,»,(R) be a continuous matrix function.
Then there exists a sequence (t;)icz, in R such that the following are satisfied.

(i) Forall i€ Z, t; <tiy1, sup;t; = oo, and inf;t; = —oo.

(ii) Forall i€ Z and t in [ti—1,ti+1],

Al) —A@) <e.

In particular, if i € Z, ¢ >0, and U is a subspace of R" such that MA )|y > ¢ then
forallt € [t;y,ti11], M|y =€~ €.

Proof. By the uniform continuity of A on each compact interval [i,i+ 1], there
exists k; € N such that for all s,7 in [i,i+ 1] with |[s—7| < 1/k;, ||A(s) —A(1)|| < €/2.
Denote F; = {i+j/ki: j=0,1,...,ki— 1} and define F = U;czF;. Clearly, this is a
discrete subset of R that is unbounded above and unbounded below. Enumerating it in
increasing order yields the desired sequence (7;);cz that satisfies (i) and (ii).

For the final partlet i € Z, ¢ > 0, and U be a subspace of R" such that MA () |y >
c. Then, forall x € U with ||x|| =1 and ¢ € [f;_1,i41],

1A ()l = (A )l — [[AG) = A@)|[[[x]| > ¢ —e.
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In other words, MA() |y >c—€. U

We can now prove Theorem 1.2, which we restate for convenience.

THEOREM 3.5. Let A:R — M,,«, be a continuous matrix function, satisfying the
property that for all t € R, ||A(t)ei|| =1 for every 1 <i<n. Let A = sup, ||A(z)]]
and vy € (0,1). Then, there exists a continuous family of m-dimensional subspaces
{U(t)}er where m > (1 —v*)n/(TA?) such that for every t € R, and every v € U(t),
1Av[| = vl

Proof. To begin, note it is always possible to find a continuous choice of one-
dimensional subspaces by taking U(¢) = (e1), forall # € R. Let mo = [(1 —y*)n/A?].
We will show that there is continuous choice of |mg/4]-dimensional subspaces that
satisfies the conclusion. Therefore, we can achieve 1V |mg/4| which dominates myg/7
for all possible values of my.

Apply Lemma 3.4 to A for 0 < € < (1 —v)/2 to find an increasing sequence of
points (#;);cz satisfying the conclusion of that lemma. As we will see later, € may
need to be smaller. We now argue that we can find subspaces U;, i € Z, of common
dimension mq such that for all i € Z and ¢ € [t;_,t;+1] we have A1), >vy+e.

Let ¥=y+2e < 1 and foreach i € Z apply (2) to A(z;) to obtain a subspace U; of
common dimension iy > (1 — 7%)n/A> such that for all 7 € [t; 1, 1], MA@y, 27—
e=y+e. Asiig = |(1—7)n/A*|+1=|(1—(y+2¢)*)n/A*| 41, for & sufficiently
small, we have 7iig > [(1 —y?)n/A*] = my. Later, € may need to be made even smaller.

Let i € Z be given. We will outline the mechanism by which one produces the
required subspaces on [f;,7;11], and then conclude by extending the construction to all
of R by working on each interval and “stitching” together at the boundaries. Given i
and 1 € [ti_1,ti41] let Vi, :=(A(t)e; 1 j € 0;) = A(t)(U;).

A diagram illustrating the choice of subspaces on the interval [;,7;5] is included
below for the reader’s convenience.

Ui UL 1 Uﬁrl Ui+1 l~]1+1 € U Ui+2
L VR
VEL VR, Vi L mz
Sl mTTTT T T TN /
UL N / UL N /
i \\ / i+1 \\: /
N / N /
\ / N /
N / \_ o _
R TR
U1+1 Ui+2
c hY c 1 c hY c ]
[ < T = < I C T 7 T |
ti S tivt Si+1 tito
i Oi+1 Oit2

Fix an s; € (t;,4;+1). At s;, we apply Proposmon 3.1 to the subspaces V;, and
Vi1 to obtain subspaces V . C Vi, and VR, . CVit1y, such that VL 1 VR and

i+1,s; i+1,s;
L _ R — | Mo
dimV/, =dimV%, = LTJ
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‘We once more invoke Proposition 3.1 at the pre-images of Vi’il_xi and VIL\, under A
to obtain subspaces UF C (A(s;)|v.)~ <Vl§1 N ) CU;and UR | C (A(si)|v,,,) 7! <‘7st,>

C Uiy such that le 1 UfH The iterative application of Proposition 3.1 incurs a
further loss of dimensmn forall ¢ € [t;,t;11],

aim0f —am0f, = | 3|5 = |52

Now, we must find a way to continuously “stitch” UF and UR | around s;, and
similarly between UR | and U} | to pass to the next 1nterval This second “stitch” will

R L
be necessary as there is no reason to suppose that U | = U, | .

To this end, we pick some 7; € (0,min{*5%, “L=%}) " This will be the margin
through at which the “stitching” occurs (that is, there will be two instances of “stitching
together”: on (s; — 1;,s; +1;) and on (¢;41 — Ni,fiy1))-

Observe that an application of Proposition 3.3 allows us to switch from UF at

—n; to UK ir1 at s;+1;, through subspaces of dimension my without V101at1ng the
minimal stretch property as the collection of subspaces are contained in U & UfH
This will be verified in Lemma 3.6.

It therefore remains only to “stitch” together on (¢;41 — M, ti+1] S (si,%+1] . Notice
that UR i1 C Uiy1, and UF i1 C Uip1. As the minimal stretch property holds for all
vectors in Uj, the minimal stretch property also holds in Ui’i L+ Uﬁr 1 - Thus, we may
appeal to Proposition 3.3 once again, and find a collection of subspaces of dimension
| 2] to traverse from UF | at iy — i, to Of | at 144

To recapitulate, on each [f;,7;11], we take:

U-L forz € [ti,si — Nil,

“stitch” U} and UF | fort € (s; — ni,s: +ms),
O} fort € [si+mistiv1 —nil,
“stitch” U | and Ul+1 fors € (tiy1 — Mistit1),
i+17t fort =ti. O

LEMMA 3.6. For any vector x lying in UiL &) UfH, i € Z, the vector x satisfies
IA(0)x]| = vllx]l, when 1 € [ti,ti11].

Proof If xe UF®UR |, then x = f+g, where f € UF and g € UR,. As UF
and UR | satisfy the minimal stretch property, we know that ||A( V| = (y—f— S)H Sl for
te [t l,t,ﬂ] and ||A(¢)gl| = (y+¢€)||g|| for z € [t;,t;12]. Then for t € [t;_1,t4+1], we
have

1A@)x]I* = [ AG)£11* + | A()g]1* +2(A(2) £, A(e)g)
> (r+ &) IF11P+ (v+e)llgl* +2(A () £, Ar)g)
= (y+&)*|lx|* +2(A(1) f,A(1)g). 3)
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(7R (7L
Now recall that A(s;) f € Vi, ;. and A(s;)g € V5, so

[(A()f,A(0)8)] = [(A()f — Alsi).f A(1)g) + (As)) £ A()g — Als:)g) + (A(si) f,A(s1)g) |
< ([la@) =A@ (la@) | lgl)
+ (lAsl[IlF1) ([JA@) = ACs) [ 1gll) +0
< AJJA@) —As)] [lx].

From Lemma 3.4 (ii), we know that ||A(r) — A(s;)|| < €. Substituting this in (3), we
obtain

JA@RI > (v+€)? (1 - 28e(y+€) ) Il
By taking € sufficiently small we obtain ||A(7)x]| > y|lx||. O

REMARK 3.7. We sketch an argument that demonstrates that the dimensional es-
timate n/||A|?> in Theorem 1.1 (and hence also in Theorem 1.2) is optimal, up to a
constant. Assume that for n € N and 1 < A < /n, there is a m(n,A) € N such that for
any n X n matrix A with unit-length columns and ||A|| < A, there exists o C {1,...,n}
with [o] > m(n,A) and my, > 0. We will show that necessarily m(n,4) < 4n/A2.
To find an A that confirms this, take m = [n/A?] and using Euclidean division write
n = dm+ r. Find an orthonormal sequence uy,...,u, in R” such that (uy,...,u,) L
(e1,...,e;). Define U = [ug - ty] € Myxm, B=1[U|:--|U] € Myxam (take d copies of
U), D=le;---e] € Myx, and A = [D|B] € My,»,. Then, A has unit-length columns,
|A|| =v/d < A, and rank(A) = m+r < 2m < 4n/A>. Therefore, forany o C {1,...,n}
such that my, >0 must satisfy m(n,1) < |o| <rank(A) < 4n/A%.

REMARK 3.8. Although the dimensional estimate n/||A||> is optimal relative to
the quantity ||A|| and presupposing that A has unit-length columns. This does not
preclude the existence of better dimensional estimates relative to other quantities related
to a matrix A such as the stable rank, the p-stable rank, and the entropic stable rank
of A. These quantities are based in the singular values of A and can be more useful
in some settings (e.g., when studying matrices that don’t necessarily have unit length
columns). This topic has been studied, e.g., in [21], [20], [18], and [17].

3.2. Continuous factorization of the identity

In this subsection we explain how Theorem 1.2 yields a solution to Problem 3.
We begin with a lemma that will help us find the left matrix in the factorization of the
identity.

LEMMA 3.9. Let I be an interval of R and A : I — M, x,, be a continuous matrix
function such that there exists ¢ > 0 with myy = ¢ for all t. Then there exists a
continuous matrix function L : R — My, such that L(t)A(t) =L, and ||L(2)| < 1/c
forallt el.
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Proof. For each fixed ¢ € I we have that my ;) > 0 and thus A() has trivial kernel.
This implies that the m x m matrix AT (¢)A(t) has trivial kernel and is thus invertible.
Since the matrix function ATA : I — M,,.,, is continuous and pointwise invertible,
(ATA)=!: T — M, is continuous as well (see, e.g., [9, Lemma 3.2]). Then, L =
(ATA)~'AT : I — My, is continuous and foreach ¢ € I, L(¢)A(t) = I,,. To find || L(1)]|,
for fixed ¢ € I, write the singular value decomposition A(¢) = ULV’ where U,V are
unitary and ¥ is rectangular diagonal. A direct computation yields L(¢) = VEUT,
where £ = (Z72)~!'E7, which is the matrix formed by taking reciprocals of all non-
zero diagonal elements of X and then taking the transpose. Since V,U are unitary and
thus preserve the matrix norm under multiplication, ||L(r)|| = ||Z|| < 1/c. O

To find the right matrix, we will use Theorem 1.2 and Theorem 2.5.
THEOREM 3.10. Let A: R — M, «, be a continuous matrix function and 6 > 0
with ||A(t)ei]| = 6 for 1 <i<nand ||At)|| <1 for t € R. Then for any y € (0,1)

and m < [(1—y*)n6?/7] there exist continuous matrix functions L,R of appropriate
dimensions such that L(t)A(t)R(t) = L, with ||L(t)|||R(2)|| < (y0)~! forall t € R.

Proof. Let a;(t) denote the kth column of A(z),

(] €n

~ a®Ol " Tan@)]

D(1) and A(t) = A(t)D(t).

Note that |
A < ||A( ()< =.
[A@)[ < [A@)]| ggﬂ\\az( )l o
Also, A satisfies the hypothesis of Theorem 3.5, so that we have the existence of a
collection of m-dimensional subspaces {U(f)},cgr that vary continuously such that

m/;(,)‘w) > v forall t € R, where

1—7 n =7

= > no?.
7 sup, [|A(Z)]]? 7

mz

By Theorem 2.5 there exists a continuous choice of orthonormal basis uy,...,u, :
R — R". Define W(r) = [u;(¢) - - uy(r)], which is a continuous matrix function with
the property Im(W (¢)) = U (¢) and forall x e R™, |W(z)x|| = ||x||. Let R(z) = D(t)W(¢),
which is continuous and satisfies ||R(7)|| = ||D(¢)|| < 1/8.

Now since

maqre = inf {JA@W )] - x € R, ] = 1}
= inf { (x| :x €U, x| =1} > ¥

we can apply Lemma 3.9 to A(7)R(¢) to show the existence of a continuous left inverse
L(t) of A(t)R(t) that satisfies |L(z)|| <y~ ! forallt € R. [



RESTRICTED INVERTIBILITY OF CONTINUOUS MATRIX FUNCTIONS 1205

4. Method II: Column Space Approach

In this section, we prove Theorem 1.4. The goal is to attain a continuous choice
of subspaces on which a given matrix function satisfies the desired minimal stretch
property that more closely resembles spaces spanned by a subset of the unit vector basis.
These will be quadratic convex combinations of disjoint basis vectors (see Definition
1.3). Therefore, we require a statement that guarantees the existence of suitable pairs
of subspaces spanned by disjoint basis vectors that behave sufficiently well with one
another so that they can be “stitched” together.

4.1. A Bourgain-Tzafriri Theorem for disjoint subsets of the basis

We first prove the static result that is necessary in the proof of Theorem 1.4.

THEOREM 4.1. There exist constants 1 > dy > dy > dz > 0 such that the follow-
ing holds. For every n x n matrix A with ||Aej|| =1 for i =1,...,n, and for every
o1 C{1,...,n} with |o1| < dn||A|| 72, there exists

0 C{1,...,n}\ 01 with |G3| > danl|A| 7>

such that for any choice of scalars {a;} jec,us,, we have

‘ 2 ajAejH > ﬁ( 2 \aj|2>1/2.

JjeoUoy JjEO,
If we additionally assume that |61| > dan||A|| =% and dydyn||A||=* > 1 then there also
exist

T C 01 and 6, C 0y with 11| > d3n||AH74 and |6, | > d3nHA||74

such that for any choice of scalars {a;} jer,us,, we have

3 amef>55( 2 )"

JETIUG, jeT U6,

In order to make the theorem more tractable, the proof is broken down into lem-
mata that follow the general shape of the argument first made by Bourgain and Tzafriri
in [5]. The main difference is that the selection is performed in the complement of a
fixed subset of the index set. Lemma 4.3 follows the outline of [5, Lemma 1.4], Lemma
4.4 follows the outline of [5, Theorem 1.5] and Lemma 4.4 follows the outline of the
final step of [5, proof of Theorem 1.2, page 145]. It is worth pointing out that Bourgain
and Tzafriri in [5] offered two arguments for the final step of the proof of their main
theorem. The first one is based on an exhaustion argument and Khintchine’s inequality.
The second one uses a Maurey-Nikishin factorization argument that involves the little
Grotherndieck Theorem. We have opted to follow the more elementary first approach
(see, e.g., also [4, Lemma B]).

In Lemmata 4.3, 4.4, and 4.5 below it is assumed that we are given an n X n matrix
A that satisfies the assumptions of Theorem 4.1 (i.e., [|[A¢;]| =1 fori=1,...,n).
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REMARK 4.2. The constants in the Theorem 4.1 are d; = 1/256 (proof of Lemma
4.3), dy = d, /4 (Lemma4.4), and d3 = d§/2 (proof of Lemma 4.5).

LEMMA 4.3. There exists a constant di > 0 such that the following holds: For
every o1 C {1,...,n} with |o1| < din||A||=? there exists 0, C {1,...,n}\ 01 with
0y > din||A|| 72 such that for every i € o,

|
1Pac:je(orumm ipAeil| < 7

Proof. Take & = 1/(8]|A||?) and d; = 1/(8-32). Let {é,-}iecf be a sequence
of independent random variables of mean J over a probability space (,X, 1) taking

only the values 0 and 1. For each i € of, Var(§;) = (1 — 0) and by independence we
obtain Var(Xicqc &) =[07|6(1 — §). Define

D:{weQ: Y &(w) - >5|of|/z}.
icat
By Chebyshev’s inequality,
) < a(dlof @
For each w € Q, let
o(w)={j€of:w)=1}.

We will show that there must be at least one ¢(®) which can be modified slightly to
have the desired property. Set V = (Ae; : i € 61). Then

2
/ Zcéz Hpéj ®)Ae;UV) ]#”EGE(A z)’ du
ZEO'
2
= (/ Si(o d#) (/ HP ®)Ae,;UV) #,jeoc( ¢i) dﬂ)
i€oy
2
= 5/ Z{ O)ACV) i ot (Aei)|| du
lEG
2
<8 [ 3 ||Pesomeson g (4e)|
LEG‘
2
where the first equality used the fact that &;(®) and ’P<5j(w) ACiV) i et (Ae;)|| are
i,jE0]

independent (since the latter is a function of (&;,...&1,&iy1,...&,) so that we may
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split up the integral into a product) and the last line used the monotonicity of projection
norms. By letting W(w) = {j(w)Ae; : j € o{} UV, we have

2
/ PR HP O)ACV) i ot (Ae,-)) du
LEG‘
<8 [ 3 [|Puwioy (e[ du
l€0’

<8 [, 3 |Pwion (aeo) P an
=5 [ [1Puwionalli du

<84l [ {lowl+ %, (@) | du

Jjeoy

= 8]|A|I* (lo1| + 8lof])

where we used the standard inequality ||A|%g < [|A||*rank(A) and then made use of
the fact that rank(Py(,))A) is bounded above by the number of non-zero vectors in
{Gi(w) :i € o7} U{Ae;:i € 01} which has the crude bound |01+ X cqr &;(®).

Since all functions involved are non-negative this yields:

/Q\D ,ezo'f Gi(w HP@j(w)AerV)j#jEGf (Ae))|| du
2
/ 2 (o HP@ DAV} (A€1)|| Al

i€oy

< 3||A| (|o1| + 8|of])

which, with (4), implies that there exists a point @y € Q\ D such that

2
HPAEJUV>]€6 \{} Ae Z( él Hpéj AL’JUV>/#,-J€O.;‘ (Aei)
166 EG
_ 8lAalP(o] +laf])
1—u(D)

_ SlAlP(jon] + 8]o])
© o 1=4(8lef)

The denominator can be dealt with by working with working with two separate cases:
Case 1: 8n < 32. In this case since d; = 1/(8-32) we have that

om0y
A~ 32
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so that |oy| =0, and for any 0, C {1,...n}, with |02 = 1 the statement is vacuously
true.

Case 2: 6n > 32. Note that the assumption made on the columns of A imply that
|A[|>> 1. Sosince d; < 1/2 and |o1| < din||A| = we must have that |of| >n/2,i.e.,
4(8|o¢])~! < 8(8n)~! < 1/3. Therefore,

2_d8lAlP(on] +6[of) _ 35,00
< < = l).
<SS < 500AR el + o)

: 2 HP (AejLV) jeo(on)\ (1 (Ae")’
ico(ay)

By definition of D, we also have:

o(m)| = Zpé(wo) > 8lof|/2.
Let
(Aei)

Oy = {iGO' HPAeJUV /Ecwo)\{} <2A||\/g}

Note that, given our choice of §, o, satisfies the desired conclusion. We just need to
provide a lower bound on its size. Now,

2

2
HP (Aej0V) jeo(ay \{}(Ae)’ < 2 HP (e} 0V) oy (A€1)

ieo( )\ o2 i€o(awy)

3 C
< 55\\A||2(\01\+5|61|)-
s0, using the definition of o,
3 C
4[|A[*8] o (w) \ 0a] < §5||AH2(|61|+5\01 ).

Since |o1| < din||A|| =2 and |o(ax)| > §|of|/2, we have

HAI3 () \ ox] < SSIAIE (d iy + 2o (e ).

Solving this inequality for |o,| yields

1 3 ©
‘02‘21‘0(0)0)‘ dl 6|O-l| n |O-l| n

/ 1 - -
IIAH2 IIAH2 64[|A[|>  200[|A>

n n n
> - > =d O
128]|A[>  200[|A[[> ~ 320[|A[2 1IIAH2

LEMMA 4.4. For every 61 C {1,...,n} with |o1| < dn||A|| =2 there exists 6, C
{1,...,n}\ o1 with 65 > (d; /2)n||A[| =2 such that for every {a;} jec,us,

2 aq,'Aej

jeoUoy

|ajl-
4\/2| 2‘];72 !



RESTRICTED INVERTIBILITY OF CONTINUOUS MATRIX FUNCTIONS 1209

Proof. From Lemma 4.3 there exists o C {1,...,n}\ o1 with |o| > din/||A|]%,
such that if for every i € o we let Ae; = x;, then

1
[Pacscuanall < 75
Forevery i € 0, let u} = x; — Pipegke(ouo)\(in)Xi - Then, by orthogonality,

11
lll” = Il = [1Praeykeceoongpll” > 1= 5 = 5

and ||u}|| < 1. In addition, for i € 6; U and j € ¢ with i # j,
(i ;) = (Xi,%) = Paggke (o,U0)\ 1))

= (Xi, X)) — (Xis Plaeyke (o 00\ (1) X7

= (x1,Xj) — (Plaegke(ouo\ {1 YirXj) = 0.
Similarly, for i € o

(xi,uf) = szH — (Xis Plaegke (oyUo)\ {i})Xi)
— 1Ppegke(ouon (ipXill* > 1/2.
For i € o let u; = ||u}]| ~'u, so that 1 > (x;,u;) > 1/2.
If E(X) denotes the expected value of the random variable X over {—1,1}° with

the uniform probability measure, a simple calculation yields

2
2| S ) = X hal? <ol
i€o ico

Thus if
& = {(81')1'60' S {—1, 1}6 : 28,‘14," <24/ ‘G‘},
i€
it follows then by Markov’s inequality that
3
&) = =200l
61> 3

By a theorem of Sauer and Shelah (see, e.g., [5, Page 144] or [19]), whenever k satisfies

k—1
o
f|>2('.'), 5)
i=0 \ !

then there exists a subset 0, C ¢ of cardinality k such that for each tuple (&;)ics, there
exists an extension (& );es which belongs to &. Note that (5) holds for & > @ and
therefore we may choose 0, with |03 > (din)/(2||A||?) and |oy| > |o]/2.

To see that o, satisfies the conclusion, let {a;}jcq,us, be given. Define 6; €
{—1,1} foreach i € 0, so that 6;a; = |a;|. Then let (&;)ics be an extension of (6;)icq,
that belongs to & . It follows that

‘<28J'“j’ > ajxj>) ‘ ”JH) > aJxJH 2\/|?) > aJxJH

Jjeo jeojUon jeojUon jeoUoy

2\/2‘T2H 2 aJxJH

jeojUon
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Hence

2v2V/|o]

S an|>|(Zem X am>)

Jjeouoy jEO'lLJGQ

= Z |al| xjauj 2 |al‘ U

JEO jEO’z

In the next step, we will require Khintchine’s inequality which states the following.
Let {1,—1}" be endowed with the uniform probability measure. For {b¢}}_, in R we

have
n | " 1/2
E > — b |

> &by
LEMMA 4.5. Forevery o1 C {1,...,n} with |o1| < din||A|| 2, there exists 0, C
{1,...,n}\ 01 with 03 > (d1 /4)n||A|| =2 such that for every {a;} jeq,uc, in R:

1/2
ajhe; |a /|2> :
2 16\/— (%2

JjeEoUoy
Proof. Consider the set ¢ supplied by applying Lemma 4.4 and denote ¢’ =
1/(4v/2). We need to establish a subset 6, C ¢ of cardinality |02 > |6|/2 such
that for any choice of coefficients in {a;} jco,uo, :

12
Y, ajhej|| > <Z|a,|2> :
JEO)

JjeoUoy
Suppose, for contradiction, that such a subset does not exist. Let Ae; = x;. Put
v = 0. Then there exists a vector y; = Yycy, o, b14Xx such that [[y;]| < ¢'/4, but

2
ey, |b17k} =1
Assume that we have already constructed subsets v D V2 D -+ D v, With |v,| >
|6|/2, and vectors {y,};_, such that y, = Yycy,u0, besxx and |y|] < ¢’/4 and

< £ < p. Consider the set

S 2
Vpp1=1Skev, : X b <1p.
(=1

If [v,41] < |0|/2, then stop the procedure. On the other hand, if |v,.1| > [o]/2, then
there exists a vector

Ypr1= D, by

kEUIH,lUGl

2
such that [|y,1]| < ¢//4 and Syey ., [bpris| =1
By the pigeon-hole principle, this algorithm must eventually terminate, say after
m steps. Then
o]

|Umr1] < BN
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and thus, for k € 0\ V41, we have that

ﬁlbe,klz

with the convention that b, ; = 0 for those ¢ and k for which by has not been defined.
Hence

m
m= 2 T EDY 2 bl > T X bl = [0\ v
=lkeyy keo (= keo\Vyq1 (=1

and this implies that m > |o|/2.
On the other hand, we have

1
dv/m i 2 :
> (Z [lyell )

(=1

de

de

3 (i egbw{) i

keoUoy \(=1

|
—

> (6)

\/(erzé/ Zgébék

1

> () ”

where (6) follows from Lemma 4.4, and (7) follows from Khintchine’s inequality.
However, the inductive construction implies

Y bl <2 ®)
/=1

for all k € o. This is clear if k € v,,41 because of how we construct v,1, while if
k€ (vp\ Vpq1) for some 1 < p < m, we have that

m ) p—1 ) 5
N bk = [bex|” + |bps|” <2
(=1 (=1
It follows from (7) and (8) that
1 1 1

g (Bleur) > g (§mar) (Epar)

keo
2
= Z Z }b&k} =m.
keo (=1
Thus m < |o|/4 which contradicts the fact that m > || /2. O

We now prove Theorem 4.1.

Proof of Theorem 4.1. First apply Lemma 4.5 to obtain o0, that satisfies the desired
conclusion for dy = d; /4. We will next assume | 01| > don||A|| =2 and dydan||A]|~* > 1.
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Let d3 = d%. Choose 6, C 0, with the largest possible cardinality that satisfies the
implicit bound |8,| < d;(|o1| +|62])/||A||?> (such sets exist; the empty set is one such
example). Define n' = |0y |+ |62\ and note that

> o1 > darrs
IIAH2

Since |0,| = dan/||A||?, the set o, is sufficiently large to have allowed us to choose &,

such that
62| > |didan/|A|l*] = (didan/||A][*) /2 (because didon/||A][* > 1)

dsn/||A|*.

VoWV

Now we define V = (¢ : j € 61UG) and A’ = A|y. An application of Lemma 4.5 to
the matrix A’ and the set &, yields a subset 7) C 67 such that

71| > don' /| A'|* = d3n/ | Al1* = d3n/||A|I%,

and for any choice of scalars {a;} jer,us,, We have

1/2
Y ajAej|| > 16f<2| ,I2> : )

jeT UGy JET

As 0, was provided by Lemma 4.5 and 1) C 01, 6, C 0, we also have

1/2
>, ajej)| > 16I<Zﬂ> : (10)

JETIUSG, JEO

Recall that for any two non-negative numbers x, y we have max{x,y} > (1/v2)(x*> +
y?)!/2, which in conjunction with (9) and (10) yields the desired inequality. [J

The above theorem guarantees the existence of subsets of columns that can be
“stitched” together without violating the minimal stretch property.

4.2. The proof of Theorem 1.4

Recall that an m-dimensional subspace U of R” is a A -quadratic convex combi-
nation of Uy, and Uy, , where A € [0,1] and 07 = {i} <+ <im}, 2 ={j1 < - <jm}
are disjoint subsets of {1,...,n}, such that U is spanned by the orthonormal sequence
Uy = ll/zeik +(1 —k)l/zejk, k=1,....m

In order to prove Theorem 1.4, we will combine Theorem 4.1 with a continuous
traversal between disjoint subsets of the basis via quadratic convex combinations.

LEMMA 4.6. Let A : [a,b] — My« be a continuous matrix function and let oy,
0y C{l,...,n} suchthat |o1| =|02| and 61 N0y =0. Let U = (¢; :i € 6, U02) and
suppose there exists a ¢ > 0 such that my(),, = ¢ forall t € [a,b]. Let {U(t)}e(a)
be such that, for each t € [a,b], U(t) is the (1 —(t —a)/(b— a))-quadratic convex
combination of Us, and Ug,. Then {U(t)},cqp) is a continuous choice of subspaces
of R" such that U(a) = Us,, U(b) = Us,, and M)y, = € Jorall t € [a,b)].
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Proof. Write o1 = {ij < -+ <in}, 0o ={Jj1 < -+ < jm} so that for every t €

bl t—a\1/2 t—a\1/2
uk(t):(l—b_a> eik+(m> e, k=1,....m

is an orthonormal basis for U(¢). As this is a continuous choice of orthonormal basis,
by Lemma 2.4, {U(t)};c[q,5 is a continuous choice of subspaces and clearly U(a) =
Uo'l N U(b) - UGZ .
To complete the proof, for 7 € [a,b] note that
M)y, = I A@x] : x € U @), [[x]| = 1}
>inf{||[A(t)x|| :x € U, |x[| =1} (asU(r) CU)
=mp@)y = ¢ U

We now have all the tools at our disposal to prove Theorem 1.4, which is restated
for convenience.

THEOREM 4.7. There exist universal constants ¢ =1/33 and d =22 such that
Sor all continuous matrix functions A : R — M, with the property that ||A(t)e;]| =
1 forall t € R and 1 < i < n, there exists a continuous family of m-dimensional
subspaces {U(t)}er of R" with m > dn/A* where A = sup,cg ||A(¢)|| such that
|A@)v|| = c||v]| for every t € R and every v € U(t). Furthermore, each subspace
U(t) is a quadratic convex combination of disjoint basis vectors.

Proof. Note that ¢ = 1/33 is a perturbation of 1/32 and d = d3, which are from
the conclusion of Theorem 4.1 and Remark 4.2. If dydon/A* < 1, then we may simply
select U(t) = (e1), forall € R. Hence, we may assume d;don/A* > 1. Note that

] = [fa] <t

since dyn/A* > dydyn/A* > 1. Furthermore,

s < s +1 < 5 () + 5 () <260 () < 5 [ene |
(1)
By Lemma 3.4 we can find an increasing sequence of points (7;);cz such that for
alli€Z and 7 in [t;_1,t:41], ||A(t;) —A(r)|| < € =1/32—1/33. Moreover, by Theorem
4.1 applied to the matrix A(f) and the empty set, there exists a subset op C {1,...,n}
with |0p| = [dan/A?] < din/A? such that for any choice of coefficients {a;}jeq, We

have

Y aA0) Y la Y )"

0] > o5 ( 1) > 5( S )

JEOy 16\/— JEOy 32 JEOH
By using ||A(to) —A(t)|| < € = 1/32—1/33 we obtain that if U = (¢; : j € 0p), then
My, = 1/33 forall t € [t_1,11] (see the last part of Lemma 3.4).

We now focus on the interval [fp,e0) as a symmetric argument can be applied to

(—oo,19]. In reality, an extra stitching needs to be performed at #, to concatenate the
two solutions. We omit this as it is essentially contained in the ensuing argument.
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Iteratively applying Theorem 4.1, for i >> 0, we can obtain the sets with following
properties:

@) 0;+1 C {1,...,n}\0,- with ‘Gi+1| = |—d2n/A2W < dln/A2 such that, for U = <6j :
J € Oi+1), we have MA(t)|y > 1/33 for 1 € [t;,1;42].

(i) 8,‘+1 C Oit1 and 7; C o; with ‘8,‘+1‘ = "Z’l| = |—d3n/A4—| such that, for U = <6j :
J €T UG11), we have MA(1)|y > 1/33 for t € [tj,ti41].

Indeed, suppose o; has been constructed with |6;| = [don/A?] < din/A? such that, for
U={ej:jE€ o), wehave my, > 1/33 fort € [ti,ti+2] . To obtain the sets O, T
and &i+1, we apply Theorem 4.1 to the matrix A(7;;1) and the set o;. Because |o;| <
din/A?, we first get ;11 C {1,...,n} with |0;1| > dan/A? (which, after truncating,
we may assume satisfies |0y, || = [don/A%]) such that, for any choice of coefficients
{aj}jcauo -
1 1/2

)y ajA(li+1)€jH > 3—2( > \aj|2> :
JEOUO; 1] JEOi+1
Using [|A(tiy1) —A(t)|| < € =1/32—1/33 we obtain that, if U = (¢ : j € 0j+1), then
my ), = 1/33 for all ¢ € [t;,1;42]. Sin~ce |oj| = [don/A%] > d~2n/A2, the second part
of Theorem 4.1 yields %; C o; and &;y1 C 0;1 with |%],|6;.1| = d3n/A* (which
after truncating we may assume |%;| = |6;, 1| = [d3n/A*]) such that for any choice of

coefficients {a;}cz 5, We have
1 1/2
| 5 ez 5( X )
JETUGi 1 JETUG 41

By using [|A(fi+1) —A(#)|| < €=1/32—1/33 we obtain that, if U = (¢ : j € T;U&;+1),
then MA(1)|y > 1/33 forall ¢ € [t;,ti41]-

To construct our continuous collection of subspaces, consider the interval [t;,7;11] .
Using (ej:j€ %) att; and (ej: j € 6;11) at t;,1, we will invoke Lemma 4.6 to con-
struct a continuous collection of subspaces {U () }c, 1., ] » that has dimension [d3n/ A*
forevery i > 0. A diagram of the construction has been provided below for the reader’s
convenience:

Of o o o e o o > Oi4+1 - - - - - ______ > 042
/// ///
_ - -
=~ 2 g a3
T Ti+1
e B ST
> Gy T Oit2
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As indicated on the diagram there is no reason to suppose 1| = 5,-+ 1, SO we
must devise a way to “stitch” together the collection of subspaces at each endpoint, in
order to construct a continuous collection of subspaces {U (¢) };cr . We choose an n; €
(0, @) and allow for another instance of “stitching” in the interval [t;;| — N;,fi41).
This allows for us to continuously switch between [f;,7;41] and [ti11,%42].

It is necessary to observe here that both 7;.; and 5,-+1 are subsets of ;1. Thus
the minimal stretch property holds for U = (¢; : j € i1 U G;11). We would like to
switch from (e; : j € G;1) at t;_| —M; to (ej:j € Tit1) at tiy1. To do this, it suffices
to choose a new subset §i+1 C 041 \ (’f,url @] 8,‘+1) with |€i+l| = |’fi+1‘ = ‘8j+1‘ =
[d3n/A*]. This is possible because

T Uit <2[as 15| < 2 [ 5] = Sloiaal Gy ).
We can now switch between the following subspaces for each [f;,7;11]:
Att;:Beginwith U(t;) = (ej : j € T).
Atti) —n;: Switch to U(tis) —1;) = (e : j € 6i41) using Lemma 4.6.
Atti 1 —1;/2: Switch to U(tir1 —ni/2) = (ej : j € &;) using Lemma 4.6.
Attiyy : Switchto U(tir1) = (e; : j € Tiy1) using Lemma 4.6. [

5. Future research directions

In Theorem 1.4 the continuous choice of subspaces preserves a strong type of co-
ordinate structure. This comes at a steep price that needs to be paid in the dimensional
estimate, which is of the order n/||A||*, compared to the point-wise order n/||A||* pro-
vided by Theorem 1.1. The reason is the iterative application of the Bourgain-Tzafriri
type Theorem 4.1. Therefore, there is potential room for improvement in answering
Problem 2 in the introduction, e.g., by lowering the exponent 4 to which ||A|| is raised,
while preserving some of the coordinate structure of the subspaces.

An alternative direction is the achievement of kindred results to Theorem 1.4 with
proxies of stable rank, e.g., the p-stable rank or entropic rank (see Remark 3.8) of an
continuous A : R — M,«,, that does not necessarily have unit-length columns. It may
be possible to obtain a continuous choice of subspaces which preserve some coordinate
structure on which A is well invertible and with dimensional estimates similar to those
found in [21], [20], [18], and [17].

It is also important noting that the topology of the domain R of the continuous
matrix function plays a big role on how the dimensional estimate n/||A||* is obtained
in the proof of Theorem 1.4. Increasing the dimension of the domain might require
further applications of a Bourgain-Tzafiri type theorem and thus further worsening the
exponent of the estimate 1/||A|* even further. It would be interesting to prove results
similar to Theorems 1.2 and 1.4 for continuous matrix functions of a multi-dimensional
domain.
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