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ON COPRODUCTS OF OPERATOR A–SYSTEMS
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Abstract. Given a unital CCCCC∗ -algebra A , we prove the existence of the coproduct of two faithful
operator A -systems. We show that we can either consider it as a subsystem of an amalgamated
free product of CCCCC∗ -algebras, or as a quotient by an operator system kernel. We introduce a
universal CCCCC∗ -algebra for operator A -systems and prove that in the case of the coproduct of two
operator A -systems, it is isomorphic to the amalgamated over A , free product of their respective
universal CCCCC∗ -algebras. Also, under the assumptions of hyperrigidity for operator systems, we
can identify the CCCCC∗ -envelope of the coproduct with the amalgamated free product of the CCCCC∗ -
envelopes. We consider graph operator systems as examples of operator A -systems and prove
that there exist graph operator systems whose coproduct is not a graph operator system, it is
however a dual operator A -system. More generally, the coproduct of dual operator A -systems
is always a dual operator A -system. We show that the coproducts behave well with respect to
inductive limits of operator systems.

1. Introduction

The coproduct is a categorical notion that exists for objects in many categories
and possesses a universal property. The coproduct of two objects, is a construction that
gives rise to a new object to which the latter objects admit morphisms. In the case of
CCCCC* -algebras, free products are of great importance for free probability theory [30] and
random matrix theory. Coproducts have also been related to the study of group CCCCC* -
algebras through the connection of free group CCCCC* -algebras with free products of group
CCCCC* -algebras. Coproducts of operator systems (resp. operator spaces) amalgamated
over another operator system (resp. operator space) were introduced in [21]. As a
special case, there is also the coproduct S⊕1T of two operator systems S and T ,
amalgamated over the unit, which connects to the Connes Embedding Conjecture via
its relation to Kirchberg’s conjecture in A. Kavruk’s remarkable result. In [19], Kavruk
proved that Kirchberg’s conjecture is equivalent to certain nuclearity properties of a
5-dimensional operator system. The operator system in question, denoted by S2 , is in
fact an operator system coproduct, i.e. S2 = S1⊕1S1 .

The purpose of this paper, is to begin a systematic study of operator A -system co-
products and investigate their connections with other related categories. To this end, we
also highlight some of their possible applications. Operator A -systems are an exten-
sion of operator systems which are bimodules over a unital CCCCC* -algebra, say A and their

Mathematics subject classification (2020): 47L25, 46L07, 46L09.
Keywords and phrases: Operator system, coproduct, operator A -system, CCCCC* -cover, inductive limit.

c© � � , Zagreb
Paper OaM-17-30

435

http://dx.doi.org/10.7153/oam-2023-17-30


436 A. CHATZINIKOLAOU

operator system structure is also compatible with A (operator systems can be seen as
operator A -systems where A = C ). Naturally, their morphisms are unital completely
positive maps that are also A -bimodule maps. In this paper, we begin by proving the
existence of coproducts in this category. To do this, we restrict to a smaller class of op-
erator A -systems that contain A in some sense. We show that they can be realised as
operator subsystems of the free product of CCCCC* -algebras, amalgamated over A (Theo-
rem 3.3). The coproduct S⊕1T of the operator systems S and T , can be constructed
also as an operator system quotient [14], [19] by a completely order proximinal ker-
nel. We give an analogous representation to the coproduct (Theorem 3.7) S⊕AT of
operator A -systems S and T , as a quotient operator system S⊕T /J . An example
of operator A -systems, are graph operator systems, which have proven to be central
in quantum information theory [27]. Graph operator systems are operator A -systems,
with A = Dn , the CCCCC* -algebra of diagonal matrices in some Mn(C) . So graph operator
systems are operator Dn -systems. Nevertheless, not all operator Dn -systems are graph
operator systems. In Proposition 5.1 we prove that there exist two D2 -graph operator
systems, whose D2 -coproduct is never completely order isomorphic to a graph operator
system and in fact, it can never be represented faithfully on a finite dimensional Hilbert
space. We do this via a dimension-type argument, after establishing first a theorem
about coproducts and their CCCCC* -envelopes.

The coproduct S⊕1T amalgamated over the unit, for operator systems S and
T , can be realised either as a subsystem of the free product of their universal CCCCC* -
algebras C∗

u(S)∗1 C∗
u(T ) , or as a subsystem of the free product of their CCCCC* -envelopes

C∗
e (S) ∗1 C∗

e (T ) . Furtheremore, if they contain enough unitaries, then C∗
e (S⊕1T ) ∼=

C∗
e (S)∗1 C∗

e (T ) [19]. Motivated by the above, we introduce in Section 4 the universal
CCCCC* -algebra C∗

u,A(S) of an operator A -system. With this in hand, we can identify
the coproduct of two operator A -systems S and T as a subsystem of C∗

u,A(S) ∗A
C∗

u,A(T ) , and prove that C∗
u,A(S⊕AT ) ∼= C∗

u,A(S)∗AC∗
u,A(T ) . The CCCCC* -envelope is a

CCCCC* -cover that respects the module actions, it is thus a suitable CCCCC* -cover for operator
A-systems. We prove that if the operator A-systems S and T are hyperrigid [2] then
C∗

e (S⊕AT ) ∼= C∗
e (S)∗AC∗

e (T ) , therefore strengthening the operator system case.

Dual operator systems, are operator systems that are duals as operator spaces [5].
Dual operator A-systems are dual operator systems that also carry an “A -compatible”
operator system structure. They were introduced in [23]. We prove that the coproducts
of dual operator A -systems are also dual operator A -systems (Theorem 5.5).

Inductive limits play an important role in CCCCC* -algebra theory and in quantumphysics.
Their study began by J. Glimm [15] and J. Dixmier [9] and they have of course been
central in G. Elliott’s classification programme [12]. Inductive limits of operator sys-
tems were introduced by I. Todorov and L. Mawhinney in [24] where they studied the
interactions of inductive limits with operator systems structures as well as with oper-
ator system tensor products. Inductive limits of operator A -systems have also been
developed. In Section 6 we consider inductive limits of operator system coproducts,
continuing the study began in [24].
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2. Preliminaries

In this section we establish the terminology and state the definitions that shall be
used throughout the paper.

A *-vector space V is a complex vector space, together with an involution, i.e. a
conjugate linear bijection ∗ :V →V that is its own inverse. We let Vh = {v∈V : v∗ = v}
be the real vector space of hermitian (or selfadjoint) elements of V .

If W is a real vector space, a cone in W , is a non-empty subset C ⊆W such that:

1. if w ∈C and  ∈ [0,+) , then w ∈C

2. if w,v ∈C , then w+ v ∈C .

We say that a cone C is a proper cone in W if C∩−C = {0} .
An ordered *-vector space is a pair (V,V+) , where V is a *-vector space and V+

is a proper cone in Vh , called the positive elements of V . The cone V+ induces a partial
order � in Vh by v � w ⇐⇒ v−w ∈V+ .

If (V,V+) is an ordered *-vector space, an element e ∈Vh will be called an order
unit of V , if for every v ∈ Vh , there exists a real number r > 0 such that re � v . An
order unit e ∈Vh is said to be Archimedean if whenever v ∈Vh satisfies re+ v � 0 for
every real number r > 0, we have that v � 0. In this case we call the triple (V,V+,e)
an Archimedean ordered *-vector space, or an AOU space.

For a *-vector space V , we denote by Mn,m(V ) the set of all n by m matrices
with entries from V and set Mn,n(V ) = Mn(V ) . The entry-wise addition and scalar
multiplication turn Mn,m(V ) into a complex vector space. When n = m , we equip
Mn(V ) with the involution [vi, j]∗ = [v∗j,i] and turn Mn(V ) into a *-vector space. Denote
by Mn(V )h the set of hermitian elements of Mn(V ) . We also set Mn,m(C) = Mn,m ,
Mn(C) = Mn and denote by {Ei, j}n

i, j=1 the canonical matrix unit system of Mn .

DEFINITION 2.1. Let V be a *-vector space. We say that {Cn}n∈N is a matrix
ordering on V if:

1. Cn is a cone in Mn(V )h for each n ∈ N ,

2. Cn∩−Cn = {0} , for each n ∈ N ,

3. XCnX∗ ⊆Cm for each X ∈ Mm,n and n,m ∈ N .

In this case we call (V,{Cn}n∈N) a matrix ordered *-vector space. We refer to condition
3. as the compatibility of the family {Cn}n∈N .

If V is a *-vector space and {Cn}n∈N is a matrix ordering on V, then conditions
1. and 2. above, imply that for every n ∈ N , the *-vector space Mn(V ) is an ordered
*-vector space.
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DEFINITION 2.2. Let (V,{Cn}n∈N) be a matrix ordered *-vector space. Let e ∈
Vh and define

en :=

⎛
⎜⎝

e
. . .

e

⎞
⎟⎠ .

We say that:

1. e is a matrix order unit for V , if en is an order unit for (Mn(V ),Cn) , for each
n ∈ N ,

2. e is an Archimedean matrix order unit for V , if en is an Archimedean order unit
for (Mn(V ),Cn) for each n ∈ N .

We may also use the notation en = e⊗ In , for the matrix order unit.

DEFINITION 2.3. [6] An (abstract) operator system, is a triple (V,{Cn}n∈N,e) ,
where (V,{Cn}n∈N) is a matrix ordered *-vector space and e ∈ Vh is an Archimedean
matrix order unit.

Let (V,V+,e) be an ordered *-vector space, with order unit e ∈ Vh . For each
v ∈Vh , let

‖v‖ := inf{r � 0 : re± v � 0}

and note that ‖ · ‖ is a seminorm on Vh . We call ‖ · ‖ , the order seminorm. If (V,V+,e)
is an AOU space, i.e. the order unit e is also Archimedean, then it was shown in [29,
Proposition 2.23] that ‖ · ‖ is a norm, and can be extended to a norm on V .

Let V and W be two vector spaces. A linear map  :V →W , induces a linear map
 (n) : Mn(V )→Mn(W ) by setting  (n)([vi, j]) = [(vi, j)] . If (V,V+,e) and (W,W+,e′)
are two ordered *-vector spaces with order units e ∈Vh and e′ ∈Wh then, a linear map
 : V →W is called unital is (e) = e′ . Let (V,{Cn}n∈N) and (W,{Dn}n∈N) be two
matrix ordered *-vector spaces. A linear map  : V →W , is called

• positive, if (C1) ⊆ D1 ,

• n-positive, if  (n)(Cn) ⊆ Dn , for some n ∈ N ,

• completely positive, if  (n)(Cn) ⊆ Dn for every n ∈ N .

We say that  is a complete order isomorphism (c.o.i), if  is a completely positive
bijection and −1 is completely positive. We call  : V → W , a complete order em-
bedding (c.o.e.), if  is a complete order isomorphism onto its range. A u.c.p. map is
a unital and completely positive map.

Let H be a Hilbert space. We denote by B(H) the space of all bounded linear
operators on H . The direct sum of n -copies of the Hilbert space H , is denoted by H(n) .
We also make the identification Mn(B(H)) ∼= B(H(n)) , so that Mn(B(H)) inherits a



ON COPRODUCTS OF OPERATOR A -SYSTEMS 439

norm and a CCCCC* -algebra structure. A subspace S ⊆B(H) is called a (concrete) operator
system if S = S∗ and IH ∈ S (where IH is the identity operator on H ). Then S
is an ordered *-vector space with the involution and order structure it inherits from
B(H) . Moreover, IH is an Archimedean order unit on S . Since Mn(S)⊆Mn(B(H))∼=
B(H(n)) , we have that Mn(S) is also an ordered *-vector space with the order structure
it inherits from B(H(n)) and has the identity IH(n) as an Archimedean order unit. Thus
every concrete operator system S ⊆ B(H) is also an (abstract) operator system in the
sense of Definition 2.3. The following celebrated result of Choi and Effros states that
the converse is also true.

THEOREM 2.4. [6, Theorem 4.4] If (V,{Cn}n∈N,e) is an abstract operator sys-
tem, then there exist a Hilbert space H , a concrete operator system S ⊆ B(H) and a
unital complete order isomorphism  : V →S .

By the above Theorem, we no longer distinguish between concrete and abstract
operator system and simply call each one of them an operator system.

We will use the following definition of an operator system kernel, for more equiv-
alent definitions of the operator system kernel, see [20].

DEFINITION 2.5. Let S be an operator system and J a subspace of S . We say
that J ⊆S is a kernel in S , if there exists an operator system T and a unital completely
positive map  : S → T such that J = ker .

A selfadjoint subspace J ⊆ S of an operator system S is called an order ideal, if
q ∈ J and 0 � p � q implies that p ∈ J .

If J ⊆ S is an order ideal, we may define for each n ∈ N

Dn := {[si, j +J ] ∈ Mn(S /J ) : ∃ki, j ∈ J such that [si, j]+ [ki, j] ∈ Mn(S)+},

and note that (S /J ,{Dn}n∈N) is a matrix ordered *-vector space, with matrix order
unit 1+J . However, the unit may fail to be Archimedean for this family of cones.

PROPOSITION 2.6. [20, Proposition 3.4] Let S be an operator system, and J ⊆
S be a kernel. For each n ∈ N we define

Cn := {[si, j +J ] ∈ Mn(S /J ) : ∀ > 0 en +[si, j +J ] ∈ Dn}.

Then, (S /J ,{Cn}n∈N) is a matrix ordered *-vector space with Archimedean matrix
order unit e+J . Moreover, the quotient map q : S → S /J is completely positive.

DEFINITION 2.7. Let S be an operator system, and J ⊆ S be a kernel. We
call the operator system (S /J ,{Cn}n∈N,e+J ) defined in 2.6, the quotient operator
system. If D1 = C1 , we say that the kernel J is order proximinal and if Dn = Cn for
each n ∈ N , we say that J is completely order proximinal.
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Let A be a unital CCCCC* -algebra. A vector space V is called an A -bimodule if there
exist bilinear maps

A×V →V V ×A→V

(a,x) �→ a · x (x,a) �→ x ·a,

such that the following associativity conditions hold for all x ∈V , and a,b ∈ A :

1. (a · x) ·b = a · (x ·b)

2. (ab) · x = a · (b · x)

3. x · (ab) = (x ·a) ·b

4. 1 · x = x = x ·1

Let V be a *-vector space that is also an A -bimodule. We set

[ai, j] · [xi, j] =
[ m


k=1

ai,k · xk, j

]
and [xi, j] · [bi, j] =

[ n


k=1

xi,k ·bk, j

]

for all [xi, j] ∈ Mm,n(V ) , [ai, j] ∈ Mk,m(A) , [bi, j] ∈ Mn,l(A) . So that, Mn(V ) becomes a
Mn(A)-bimodule.

DEFINITION 2.8. Let S be an operator system and A be a unital CCCCC* -algebra. We
call S an operator A -system if

1. S is an A-bimodule

2. (a · s)∗ = s∗ ·a∗

3. a · e = e ·a

4. [ai, j] · [si, j] · [ai, j]∗ ∈ Mn(S)+

for all [ai, j] ∈ Mn,m(A) , [si, j] ∈ Mm(S)+ , s ∈ S and a ∈ A .
Condition 4. will be referred to as the A-compatibility of the family of matrix

cones (Mn(S)+)n∈N .

The following result is a Choi-Effros type representation theorem of operator A-
systems that we will frequently use in the sequel. It states that we can represent both
the operator A-system S and the unital CCCCC* -algebra A on the same Hilbert space H ,
where the module action corresponds to operator multiplication.

THEOREM 2.9. [26, Corollary 15.13] Let A be a unital CCCCC* - algebra and S be
an (abstract) operator A -system. There exists a Hilbert space H , a unital complete
order embedding  : S → B(H) and a unital ∗ -homomorphism  : A→B(H) , such
that

(a · s) = (a) (s),

for all a ∈ A and s ∈ S .
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REMARKS 2.10.
1) Suppose that 1 ∈ A ⊆ S ⊆ B(H) , where S is a concrete operator system and

A is a CCCCC* -algebra such that A·S ⊆ S . We then have that

S ·A = S∗ ·A∗ = (A·S)∗ ⊆ S∗ = S .

Such an operator system is also an operator A -system.
2) If S is an operator A-system, then by Theorem 2.9, there exist a Hilbert space

H , a unital complete order embedding  : S → B(H) and a unital *-representation
 : A→B(H) such that (a · s) = (a)(s) . So,

(a) = (a)(e) = (a · e) ∈ (S)

for all a ∈ A , and (1) = (1 · e) = (e) = IH which means that

IH ∈ (A) ⊆ (S) ⊆ B(H)

and (S) is an operator (A)-system with module action given by the multiplication
of operators in B(H) .

3) If further, in the above setting we had that the unital *-homomorphism  :
A→B(H) was faithful, we could identify A with (A) and S with its image under
 and reduce to the situation described in Remark 1). Note however, that the unital
*-homomorphisms  may fail to be faithful.

DEFINITION 2.11. Let S be an operator A -system. Denote its module action
A×S → S , by a · s , for a ∈ A , s ∈ S . We will say that S is a faithful operator
A-system, if

a · e �= 0, for all a ∈A\{0}.

REMARK 2.12. Let S be a faithful operator A -system. In this case Theorem 2.9
gives the following more “concrete” representation: there exists a Hilbert space H , a
unital complete order embedding  : S → B(H) and a faithful unital *-representation
 : A→B(H) , such that

(a · s) = (a) (s),

for all a ∈ A and s ∈ S .
When this is the case, we may omit the inclusions, write 1 ∈ A⊆ S ⊆ B(H) and

treat the module action as multiplication of operators.

DEFINITION 2.13. Let S and T be two operator A -systems. A linear map  :
S → T is called an A -bimodule map, if for every s ∈ S and a1,a2 ∈ A ,

(a1 · s ·a2) = a1 ◦(s)◦ a2,

where we denote by · the module action of S and by ◦ the module action of T . We
may sometimes, when there is no confusion, denote the module actions of A on S and
T with the same symbol, or with no symbol at all.
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In order to avoid future confusion and to point out the fact that even if  is unital,
A might not be contained in T , we state the following equivalent formulation.

REMARK 2.14. Let S and T be two operator A -systems and  : S → T be an
A-bimodule map. Then there exist a Hilbert space H , a complete order embedding of
T into B(H) and a unital *-homomorphism  : A→B(H) such that for every s ∈ S
and a1,a2 ∈ A ,

(a1 · s ·a2) = (a1) (s) (a2).

In the sequel, we will frequently use the following results.

PROPOSITION 2.15. [26, Exercise 4.3] Let B , C ⊆ B(H) be two unital CCCCC* -
algebras and A be a unital CCCCC* -subalgebra such that 1 ∈ A ⊆ B∩C . Let also  :
B → C be a completely positive map. Then,  is an A -bimodule map if and only if
(a) = a ·(1) for every a ∈ A .

PROPOSITION 2.16. [26, Exercise 7.4] Let A and B be two unital CCCCC* -algebras
and S be an operator system such that 1 ∈ A ⊆ S ⊆ B . Suppose that A ⊆ B(H) . If
 :S →B(H) is a completely positive A -bimodule map, then every completely positive
extension of  to B is also an A-bimodule map.

We recall the categorical notion of the coproduct.

DEFINITION 2.17. Let O1 and O2 be two objects in a category G . Their co-
product, is another object O1 ∗O2 , also in the category G , together with two mor-
phisms 1 : O1 → O1 ∗O2 and 2 : O2 → O1 ∗O2 , that satisfies the following uni-
versal property: If O is an object in the same category with morphisms 1 : O1 →O
and 2 : O2 → O , then there exists a unique morphism  : O1 ∗O2 → O such that
◦1 = 1 and ◦2 = 2 . That is, the following diagram commutes:

O1 O1 ∗O2 O2

O

ψ1

φ1

Ψ
ψ2

φ2

It is known that the coproduct of two operator systems exists and can be realised
as an operator subsystem of the free product of the CCCCC* -algebras they are contained in
[13, Theorem 5.2]. As we will show, the same can be said about the coproducts of a
certain class of operator A -systems, only this time, they are realised as subsystems of
the free product of the CCCCC* -algebras, amalgamated over A .

Let Ai , i = 1,2 be two unital CCCCC* -algebras. We say that A1 and A2 contain
a common unital CCCCC* -subalgebra B , if there exist unital embeddings i : B → Ai for
i = 1,2.
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THEOREM 2.18. [8, Davidson-Kakariadis version of Boca’s Theorem] Let Ai ,
i = 1,2 be two unital CCCCC* -algebras containing a common unital CCCCC* -subalgebra B .
Let i : Ai → B(H) , i = 1,2 be two unital completely positive maps which restrict
to a common linear map of B . Then, there exists a unital completely positive map
 := 1 ∗2 : A1 ∗BA2 →B(H) such that |Ai = i for i = 1,2 .

3. Existence of operator A-system coproducts

Suppose that we work in the category whose objects are operator A -systems and
whose morphisms are unital completely positive A-bimodule maps. A coproduct of
two operator A -systems S and T , would be an operator A -system X together with
two ucp A -bimodule maps 1 :S →X and 2 : T →X such that the universal property
for coproducts holds. However we will restrict to the class of operator A-systems that
are faithful in the sense of definition 2.11 and prove the existence of the coproduct in
this case.

REMARK 3.1. The faithfulness assumption cannot be omitted in general. This is
clearly seen in the following example.1

Proof. Let A be the unital CCCCC* -algebra C⊕C ; let S and T be the one-dimensional
operator A -systems with actions defined for a = (a1,a2) ∈A by

a · s := a1s, s ∈ S, a · t := a2t, t ∈ T .

Suppose that X is an operator A -system satisfying the universal property of Definition
2.17. Then there exist ucp A -bimodule maps 1 : S → X and 2 : T → X so that

1(a · s) = a ·1(s), 2(a · t) = a ·2(t)

where s ∈ S, t ∈ T and a ∈ A .
Observe that if a = (0,a2) ∈ A then a · eS = 0 and so, since 1 is unital,

0 = 1(a · eS) = a · eX .

Similarly if a′ = (a1,0) ∈ A then a′ · eT = 0 and so

a′ · eX = 0 .

It follows that for every a = (a1,a2) ∈A we have

a · eX = (a1,0) · eX +(0,a2) · eX = 0

which is a contradiction because the unit of A acts as an identity on X , i.e. 1A · x = x
for every x ∈ X . �

1Thanks to Prof. Mihalis Anoussis.
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In the example above, it becomes apparent that for some operator A -systems,
not only does their coproduct not exist, but they don’t even admit ucp A -bimodule
maps into the same operator A -system. The referee also pointed out the following
characterisation, regarding the existence of the coproduct. We give a sketch of the
proof.

PROPOSITION 3.2. Let A be a CCCCC* -algebra and S1,S2 be two operator A-systems.
Then, the coproduct S1⊕AS2 exists if and only if there is a triplet ( , ,S) where S
is an operator A -system and  : S1 →S and  : S2 →S are ucp A -bimodule maps.

Proof. The necessity is clear. For the converse; for each “admissible” triplet
( , ,S) we call H( ,,H) the Hilbert space on which S acts and then take the di-
rect sum over “sufficiently many” such Hilbert spaces. That is,

H′ := ⊕( ,,S)H( ,,H),

(see for example [5, Proposition 2.4.2] for related constructions). Also define the maps

1 := ⊕( ,,S) : S1 →B(H′)

s1 �→ ⊕( ,,S)(s1)

and

2 := ⊕( ,,S) : S2 →B(H′)

s2 �→ ⊕( ,,S)(s2).

Now we set S := 1(S1)+ 2(S2) to be the subsystem of B(H′) generated by 1 and
2 . Then, it is not hard to show that S is in fact an operator A -system that satisfies the
universal property of the coproduct, with corresponding maps 1,2 . �

Next, we prove the existence of the coproduct, for faithful operator A -systems.
In fact, what is shown is the existence of a triplet ( , ,S) satisfying the requirements
of Proposition 3.2. We also provide a more explicit construction of the coproduct as a
subsystem of the amalgamated free product of CCCCC* -algebras.

THEOREM 3.3. Let S1 and S2 be two faithful operator A-systems. Then, their
coproduct exists, is denoted by S1⊕AS2 , it is a faithful operator A-system and is
unique up to a complete order isomorphism that is also an A-bimodule map.

Proof. Let S1 ⊆ B(H1) and S2 ⊆ B(H2) be the operator A -systems, where A
is a unital CCCCC* -algebra, Hi be two Hilbert spaces and i : A → B(Hi) , i = 1,2 the
respective faithful representations.

Let B(H1) ∗AB(H2) denote the amalgamated free product over A [3, Theorem
3.1]. This is the CCCCC* -algebra generated by i1(B(H1)) ∪ i2(B(H2)) for embeddings
ik : B(Hk) ↪→ B(H1) ∗A B(H2) , k = 1,2 such that i1 ◦ 1 = i2 ◦2 that satisfies the
following property:
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Whenever k : B(Hk) →B(H) , k = 1,2 are *-representations such that 1 ◦1 = 2 ◦
2 there exists a *-representation  : B(H1)∗AB(H2) →B(H) such that  ◦ ik = k .
We define

S1 +S2 := i1(S1)+ i2(S2) ⊆ B(H1)∗AB(H2)

which is an operator subsystem of the amalgamated free product and is such that the
inclusions of S1,S2 in it are complete order embeddings. Since ik,k , k = 1,2 are
injective *-homomorphisms thus completely isometric, we identify A ∼= i1 ◦1(A) =
i2 ◦2(A) and ik(B(Hk))∼=B(Hk) , k = 1,2. So we omit the embeddings and consider
B(H1) and B(H2) as CCCCC* -subalgebras of B(H1) ∗A B(H2) , having A as a common
CCCCC* -subalgebra and write

S1 +S2 = {s1 + s2 : s1 ∈ S1,s2 ∈ S2} ⊆ B(H1)∗AB(H2).

Then, S1 +S2 is an operator system, and also an A-bimodule that contains A as
subsystem, with module action given by

a · (s1 + s2) = a · s1 +a · s2, a ∈A, s1 ∈ S1, s2 ∈ S2 .

The module action is in fact multiplication of elements in the free product CCCCC* -algebra,
so it is well defined and the family of matrix cones is A -compatible, that is, S1 +S2 is
a faithful operator A -system.

We will prove that S1 +S2 , with the associated maps being the inclusions, has
the desired universal property of the coproducts in the category of operator A -systems.
Suppose that we have another operator A-system T ⊆ B(K) , where  : A→B(K) is
the associated representation, and consider two u.c.p. A -bimodule maps,

1 :S1 →T
2 :S2 →T .

By Arveson’s theorem, we extend them to u.c.p. maps:

̃1 :B(H1) →B(K)
̃2 :B(H2) →B(K).

These two are unital completely positive maps that agree on A with a common *-
representation, indeed,

̃1(a) = 1(a) = (a) = 2(a) = ̃2(a), a ∈A .

By Boca’s Theorem (2.18), there exists a unital completely positive map

 : B(H1)∗AB(H2) →B(K)

such that |B(Hi) = ̃i for i = 1,2 and of course (a) = (a) for all a ∈ A . Now
define  := |S1 +S2 , so that

 : S1 +S2 →B(K)
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is a unital completely positive map such that for every s1 ∈ S1, s2 ∈ S2 :

(s1 + s2) = |S1 +S2(s1 + s2)
= |S1 +S2(s1)+|S1 +S2(s2)
= ̃1(s1)+ ̃2(s2)
= 1(s1)+2(s2) ∈ T .

This means that  has its image inside T and also that |S i = i for i = 1,2. More-
over,

(a · (s1 + s2)) = (a · s1 +a · s2)
= 1(a · s1)+2(a · s2)
= (a) ·1(s1)+(a) ·2(s2)
= (a) · (1(s1)+2(s2))
= (a) ·(s1 + s2)

for every a ∈ A, s1 ∈ S1, s2 ∈ S2 . That is,  is a unital completely positive, A-
bimodule map with image inside T and whose restrictions to S1 and S2 gives 1 and
2 respectively. Thus, the operator A -system S1 +S2 satisfies the universal property
for coproducts of operator A -systems. Finally, it is easy to check that two operator
A-systems that satisfy this universal property are completely order isomorphic. �

In the proof of Theorem 3.3, we identify the coproduct of two operator A-systems
S and T , as a subsystem of the amalgamated free product of their containing operator
spaces B(H) and B(K) respectively. In fact, we can consider the coproduct of two
operator A-systems S and T as a subsystem of amalgamated free product of any two
CCCCC* -algebras that contain S and T , as long as they respect their module actions.

PROPOSITION 3.4. Let A , B1,B2 be unital CCCCC* -algebras and S1 ⊆B1 , S2 ⊆B2

be two operator A-systems such that there exists injective *-homomorphisms i :A→
Bi with si ·a = sii(a) for every i = 1,2 , si ∈ S i and a ∈ A . Let also

S1 +S2 := {s1 + s2 : s1 ∈ S1,s2 ∈ S2} ⊆ B1 ∗AB2 .

Then, S1⊕AS2
∼= S1 +S2 by a unital complete order isomorphism, associated with

the inclusions S i ↪→Bi , i = 1,2 .

Proof. The proof is essentially the same as in Theorem 3.3. Let T ⊆ B(H) be
an operator A-system and i : S i → T , i = 1,2 be two u.c.p. A-bimodule maps.
We extend them to two unital completely positive A-bimodule maps ̃i : Bi →B(H) ,
i = 1,2. By Boca’s theorem 2.18, there exists a u.c.p. A -bimodulemap  :B1 ∗AB2 →
B(H) such that |Bi = ̃i , for i = 1,2. Finally, the map |S1 +S2 has the desired
properties and has image inside T . �
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DEFINITION 3.5. (Coproduct of operator A -systems) Let S1 and S2 be two faith-
ful operator A -systems. The coproduct of S1 and S2 is the unique faithful operator A-
system S1⊕AS2 , along with unital complete order embeddings i : S i ↪→S1⊕AS2 ,
i = 1,2 that are also A -bimodule maps, such that the following universal property
holds: For every operator A-system R and u.c.p. A-bimodule maps i : S i → R ,
i = 1,2, there exists a unique u.c.p. A -bimodule map  : S1⊕AS2 → R such that
◦i = i for i = 1,2.

It is a standard consequence of the universal property, that the coproduct of two
operator A -systems is unique up to a complete order isomorphism. Theorem 3.3 proves
the existence of operator A -system coproducts but also generalises the operator system
case in [13, Theorem 5.2]. Furthermore, as in the operator system case [19, Section
8], we can give a more concrete realisation of this coproduct, in terms of quotients of
operator systems.

REMARK 3.6. Suppose that we have two faithful operator A-systems S and T ,
where A is a unital CCCCC* -algebra. Then, by arguing as in the proof of Theorem 3.3,
we may assume that 1 ∈ A ⊆ S∩T ⊆ B(H) where S and T are A -bimodules, with
module action given by multiplication of operators acting on the Hilbert space H .

THEOREM 3.7. Let A be a unital CCCCC* -algebra, S and T be two faithful operator
A-systems, and

J := {a⊕ (−a) : a ∈ A} ⊆ S⊕T .

Then, there is an operator A -system structure on S⊕T /J and up to a complete order
isomorphism

S⊕T /J ∼= S⊕AT .

Moreover, the quotient map q : S⊕T → S⊕T /J is a u.c.p. A-bimodule map.

Proof. By Remark 3.6, we assume that 1 ∈ A ⊆ S∩T ⊆ B(H) , where H is a
Hilbert space. Let S⊕T ⊆ B(H⊕H) be their direct sum and define

J := {a⊕ (−a) : a ∈ A} ⊆ S⊕T .

We will prove that S⊕T /J :

1. is an operator system

2. is an operator A -system

3. satisfies the universal property for operator A - system coproducts.

1. Note that J is a closed, selfadjoint subspace of S⊕T that does not contain
any positive elements other than zero, so it is trivially an order ideal. For each n ∈ N ,
we set

Dn := {[si, j ⊕ ti, j +J ] ∈ Mn(S⊕T /J ) : ∃ ai, j ∈A
with [si, j]⊕ [ti, j]+ [ai, j]⊕ [−ai, j] � 0},
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and also

Cn := {[si, j ⊕ ti, j +J ] ∈ Mn(S⊕T /J ) : (1⊕1)⊗ In +[si, j ⊕ ti, j +J ] ∈ Dn

for all  > 0}.

We will prove that (S⊕T /J ,(Cn)n∈N,1⊕1+J ) is a matrix ordered *-vector space
and 1⊕ 1 +J is an Archimedean matrix order unit. By [28, Proposition 3.16], it
suffices to prove that J is a kernel, which by [20, Lemma 3.3] is equivalent to saying
that the order seminorm on S⊕T /J is a norm.

Claim: If x⊕−x+J ∈C1 then x⊕−x ∈ J , i.e. x ∈ A . Indeed; for every  > 0
there exists an a ∈ Ah such that (1⊕ 1)+ x⊕−x + a ⊕−a � 0. So, for every
n � 1, we can chose an ∈Ah so that

1
n
1+ x+an � 0

1
n
1− x−an � 0.

So, − 1
n1 � x + an � 1

n1. Thus, (note that x is hermitian) there exists a sequence
(an)n∈N ⊆ A such that for every n ∈ N it holds that ‖x+an‖ � 1

n . Hence −x =
limn→+ an is in A , thus x ∈ A and consequently x⊕−x ∈ J .

Now let u ∈ (S⊕T /J )h and suppose that ‖u‖ = 0, where ‖ · ‖ is the order
seminorm. So

(1⊕1+J )+u ∈ D1 and (1⊕1+J )−u ∈ D1

for all  > 0. Write u = s⊕ t +J , so we have equivalently that for all  > 0, there
exists a ,b ∈ Ah such that

(1⊕1)+ s⊕ t+a ⊕−a � 0 and (1⊕1)− s⊕ t+b ⊕−b � 0.

Equivalently ∀ > 0, ∃a ,b ∈Ah such that

1+ s+a � 0 (3.1)

1+ t−a � 0 (3.2)

and also

1− s+b � 0 (3.3)

1− t−b � 0. (3.4)

Now, by adding relations 3.1 and 3.2 we get that 1 + s + t � 0 for all  > 0 and
therefore s+ t � 0 while if we add 3.3 and 3.4 we get that −(s+ t) � 0. This means
that s+ t = 0, that is, t = −s .

So, the assumption that (1⊕ 1 +J ) + u ∈ D1 for all  > 0, is equivalent to
s⊕−s+J ∈ C1 , which by the aforementioned claim implies that s⊕−s ∈ J . This
means that the order seminorm is a norm, and thus J is a kernel.
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2. Let q : S⊕T → S⊕T /J be the quotient map, and define the left module
action by

A × (S⊕T /J ) →S⊕T /J
(a,q(s1 ⊕ s2)) �→ q((a · s1)⊕ (a · s2)),

which we denote by a�q(s1⊕ s2) := q((a · s1)⊕ (a · s2)) . One may define, in a similar
manner, the right module action and denote it by q(s1⊕ s2)� a := q((s1 ·a)⊕ (s2 ·a)) .

— This is well defined. Indeed if s1,s′1 ∈ S and s2,s′2 ∈ T are such that

s1⊕ s2 +J = s′1 ⊕ s′2 +J ,

i.e. (s1⊕s2)−(s′1⊕s′2)∈J , then there exists an a0 ∈A s.t. s1−s′1 = a0 and s2−s′2 =
−a0 . But then, for all a ∈ A we have as1 − as′1 = aa0 and as2 − as′2 = −aa0 , or
equivalently (as1 ⊕as2)− (as′1⊕as′2) ∈ J (since aa0 ∈ A), that is

a � (s1⊕ s2 +J ) = a � (s′1⊕ s′2 +J ).

— It is also easy to verify that (a � q(s⊕ t))∗ = q(s⊕ t)∗ � a∗ .
— It remains to check that the family of matrix cones (Cn)n∈N on Mn(S⊕T /J )

are A -compatible. Note first that the family (Dn)n∈N is A-compatible; indeed, if
[si, j ⊕ ti, j +J ] ∈ Dn and B ∈ Mm,n(A) then there exist A ∈ Mn(A) such that [si, j ⊕
ti, j]+A⊕−A � 0. So, B� [si, j ⊕ ti, j +J ]�B∗ ∈ Dm since we easily see that

(B ·S ·B∗)⊕ (B ·T ·B∗)+ (B ·A ·B∗)⊕−(B ·A ·B∗) � 0,

where S = [si, j] , T = [ti, j] and B ·A ·B∗ ∈ Mm(A) .
Now let [si, j ⊕ ti, j +J ] ∈ Cn and B ∈ Mm,n(A) . Note that B � (1⊕ 1 +J )n �

B∗ ∈ Mn(S⊕T /J ) is selfadjoint and since 1⊕ 1+J is a matrix unit for the cones
(Dn)n∈N , there exists an 0 > 0 such that

0(1⊕1+J )m −B� (1⊕1+J )m �B∗ ∈ Dm

equivalently

0(Im ⊕ Im)−BB∗⊕BB∗+Mm(J ) ∈ Dm.

Since [si, j ⊕ ti, j +J ] ∈Cn we have that for all  > 0


0

(In⊕ In)+ [si, j]⊕ [ti, j]+Mn(J ) ∈ Dn.

So by the A -compatibility of the Dn , we have that

B�
( 
0

(In ⊕ In)+ [si, j]⊕ [ti, j]
)
�B∗+Mm(J ) ∈ Dm

and therefore

0

(BB∗ ⊕BB∗)+ (B · [si, j] ·B∗)⊕ (B · [ti, j] ·B∗)+Mm(J ) ∈ Dm.
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Finally, if we add 
0

(0(Im⊕ Im)−BB∗⊕BB∗) to the latter relation, we get that

(Im ⊕ Im)+ (B · [si, j] ·B∗)⊕ (B · [ti, j] ·B∗)+Mm(J ) ∈ Dm

equivalently,

(Im ⊕ Im)+B� ([si, j]⊕ [ti, j])�B∗+Mm(J ) ∈ Dm,

that is, B� [si, j ⊕ ti, j +J ]�B∗ ∈Cm , which proves the A -compatibility of (Cn)n∈N .
3. So S⊕T /J is an operator A -system, and it remains to prove that it satisfies

the universal property for the coproducts. To this end, we begin with defining the maps

i1 : S → S⊕T /J and i2 : T → S⊕T /J

by

i1(u1) = 2q(u1⊕0), i2(u2) = 2q(0⊕u2), u1 ∈ S, u2 ∈ T .

These are completely positive because the quotient map is completely positive. In fact,

they are complete order isomorphisms. Indeed, because if i(n)
1 ([ui, j]) = 2[ui, j]⊕0+J ∈

Cn , then for every  > 0 there exist [ai, j] ∈ A s.t. (1⊕1)⊗ In +2[ui, j]⊕0+[ai, j]⊕
−[ai, j] � 0. This implies that In +2[ui, j]+ [ai, j] � 0 and In− [ai, j] � 0, so by adding
those, 2In +2[ui, j] � 0, and since  > 0 was arbitrary, [ui, j] � 0. Moreover

i1(1) = 2q(1⊕0) = q(1⊕1) = 1

and the same holds for i2 . Also, for all a ∈ A ,

i1(a) = 2q(a⊕0) = q(a⊕a) = 2q(0⊕a) = i2(a),

that is, i1|A = i2|A and the inclusion A ↪→S⊕T /J is well defined. Also, the inclu-
sion maps are A -bimodule maps:

i1(a · s1) = 2q(a · s1⊕0) = q(a · (2s1)⊕0) = a � q(2s1⊕0) = a � i1(s1).

We are now ready to complete the proof. Let T be an operator A -system and  j :
S j →T , j = 1, 2 be two ucp A-bimodule maps. The map

 : S⊕T → T

s1 ⊕ s2 �→
1
2
(1(s1)+2(s2)),

is unital, completely positive and (a⊕−a) = 0. This means that J ⊆ ker and
thus, by [20, Proposition 3.6], there exists a unique unital completely positive map
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 : S⊕T /J → T such that ◦ q =  . Also, ◦ i j =  j , for j = 1,2 and finally,

(a � q(s1⊕ s2)) = (q(a · s1⊕a · s2))

=
1
2
(1(a · s1)+2(a · s2))

=
1
2
(a ·1(s1)+a ·2(s2))

= a ·
(1

2
(1(s1)+2(s2))

)

= a ·(q(s1⊕ s2))

for every a ∈A , s1 ∈ S and s2 ∈ T , i.e.,  is an A -bimodule map. So S1⊕S2 /J is
an operator A-system that satisfies the universal property for coproducts and thus it is
completely order isomorphic to S1⊕AS2 by uniqueness. �

So, for two faithful operator A -systems S and T we can always form their co-
product as a quotient operator system by a kernel J . Moreover, an interesting situation
occurs when the CCCCC* -algebra A is also a von Neumann algebra. As we will see, in this
case J is a completely order proximinal kernel, i.e. we don’t need to enlarge cones in
order for the unit to be Archimedean.

PROPOSITION 3.8. Let A be a unital CCCCC* -algebra, S , T be two operator A-
systems and H be a Hilbert space such that 1 ∈ A ⊆ S∩T ⊆ B(H) . If also A is
WOT-closed in B(H) then, the subspace

J = {a⊕−a : a ∈ A}

is a completely order proximinal kernel in S⊕T so that (S⊕T /J ,{Dn}n∈N,1⊕1+
J ) is an operator system.

Proof. By Theorem 3.7, we know that (S⊕T /J ,(Cn)n∈N,1⊕ 1+J ) is an op-
erator system. We will prove here that when A is WOT-closed, then J is a completely
order proximinal kernel, i.e. Cn(S⊕T /J ) = Dn(S⊕T /J ) , for all n ∈ N . It suf-
fices to show that C1(S⊕T /J ) ⊆ D1(S⊕T /J ) , equivalently, that 1⊕1+J is an
Archimedean order unit. Then, J will be a completely order proximinal kernel. In-
deed, identify

Mn(S⊕T /J ) = Mn(S⊕T )/Mn(J )

and note that Mn(J ) is also a WOT-closed selfadjoint subspace with no other positive
elements than 0. Furthermore, Mn(J ) = {[ai, j]⊕ [−ai, j] : [ai, j] ∈ Mn(A)} , via the
canonical shuffle, so by repeating the proof at each matrix level we will be done.

Let s⊕ t +J ∈ S⊕T /J be such that

(1⊕1+J )+ s⊕ t +J ∈ D1, ∀ > 0,

where s = s∗ and t = t∗ . Equivalently, (1⊕1)+ s⊕ t +J ∈D1 , for every  > 0. So,
for every  > 0 there exists an a ∈Ah such that

(1⊕1)+ s⊕ t+a ⊕−a � 0.
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Define

Xn =
{

a ∈ Ah :
1
n
(1⊕1)+ s⊕ t+a⊕−a � 0

}

and note that Xm ⊆ Xn for every two integers 1 � n � m .

Claim: {Xn}n�1 is a decreasing sequence of non empty, WOT-compact sets.
Clearly the sets Xn are non-empty for every n ∈ N . We will show each Xn is WOT-
closed and norm-bounded, thus WOT-compact. Let n � 1 and (ai)i∈I be a net in Xn

such that ai
WOT−−−→ a . Of course, since A is WOT-closed, we have a ∈A . Also,

〈
(
a⊕−a+

1
n
·1⊕1+ s⊕ t

)
(u),u〉 = lim

i
〈
(
ai ⊕−ai +

1
n
·1⊕1+ s⊕ t

)
(u),u〉 � 0

for every u ∈H⊕H . This means that a ∈ Xn and so Xn is WOT-closed.
Let n = 1, we will show that X1 is ‖ · ‖-bounded, which implies that all the Xn

are bounded. Let a ∈ X1 , that is,

1⊕1+ s⊕ t+a⊕−a � 0

i.e.

1+ s+a � 0 and 1+ t−a � 0.

So this means that

−(1+ s) � a � 1+ t,

and since a ∈ A is hermitian we obtain that

‖a‖ � max{‖s+1‖ ,‖t +1‖}.

We deduce that supa∈X1
‖a‖ � max{‖s+1‖ ,‖t +1‖} , that is, X1 is bounded. Finally,

we have that {Xn}n�1 is a decreasing sequence of non empty WOT-compact sets and
consequently it has non-empty intersection, i.e., there exists an a0 ∈

⋂
n�1 Xn . So, for

this a0 ∈A ,

1
n
·1⊕1+ s⊕ t+a0⊕−a0 � 0 for all n > 0,

but this means that s⊕ t +a0⊕−a0 � 0, equivalently, s⊕ t +J ∈ D1 . �
Note that in the above result, the operator A-systems are automatically faithful

operator A-systems. Now we state an algebraic result for the coproduct, that highlights
the amalgamation that takes place inside the coproduct.

COROLLARY 3.9. Let A be a unital CCCCC* -algebra and S , T be two faithful oper-
ator A-systems. Let also S⊕A T be their coproduct over A and i1 , i2 the associated
complete order embeddings, from S , T , respectively, into the coproduct. Then

i1(S)∩ i2(T ) = A,

completely order isomorphically. Thus, we may omit the inclusion maps and assume
that S , T and A are subsystems of S⊕A T such that S∩T = A .
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Proof. By Remark 3.6, assume that A ⊆ S∩T ⊆ B(H) , where H is a Hilbert
space and write the coproduct as in Theorem 3.7

S⊕AT = S⊕T /J .

Now let
u = i1(s) = i2(t) ∈ i1(S)∩ i2(T ),

i.e. u= 0⊕2t+J = 2s⊕0+J . This implies that 2(s⊕−t)∈J , that is, a := s = t ∈A
and thus

u = i1(a) = 2a⊕0+J = a⊕a+J = 0⊕2a+J = i2(a).

So, if we define

j : A→S⊕T /J
a �→ a⊕a+J

we immediately see that j(a) = i1(a) = i2(a) for all a ∈ A and that j is a complete
order embedding. �

3.1. Remarks and examples

DEFINITION 3.10. (Conditional expectation) Let 1 ∈ T ⊆ S be two operator
systems. A conditional expectation  : S → T , is a u.c.p. map such that (t) = t ,
for all t ∈ T .

REMARK 3.11. Note that, when T =A is a CCCCC* -algebra then by Proposition 2.15,
a conditional expectation  : S →A is a u.c.p. A-bimodule map. This is also equiva-
lent to being a u.c.p. projection onto A .

REMARK 3.12. Corollary 3.9 gives the following convenient form for the co-
product of two faithful operator A -systems S and T . Suppose that there exist two
conditional expectations ES : S → A and ET : T → A and define S0 := kerES and
T 0 := kerET . Then, as linear spaces

S⊕AT ∼= A⊕ S0⊕T 0,

where the sums are direct.
Indeed, decompose as S =A⊕S0 , T =A⊕T 0 and so, by Corollary 3.9 we may

assume that S and T are subsystems of S⊕AT and S∩T = A , i.e. S0∩T 0 = {0}.

We also have another way to interpret the A-coproduct algebraically when there
exist conditional expectations onto A .

PROPOSITION 3.13. Let S , T be two faithful operator A -systems and ES , ET
two conditional expectations from S and T respectively onto A . Let R := {s⊕ t ∈
S⊕T : ES(s) = ET (t)} , be an operator subsystem of S⊕T . Then as linear spaces

R∼= S⊕AT
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via the restriction of the quotient map to R . However, this map need not always be a
complete order isomorphism, since in fact its inverse may even fail to be positive.

Proof. Let q : S⊕T → S⊕AT denote the quotient map. Then, its restriction

q|R : R→S⊕A T ,

is a unital bijection and a completely positive map (since the quotient map is always
unital and completely positive).

But, there exist operator A -systems, for which the map q|R does not have a pos-
itive inverse. Indeed, consider S = T = M2 , as operator systems that are bimodules
over D2 , the algebra of diagonal 2 by 2 matrices. Their D2 -coproduct exists and there
exist conditional expectations E : M2 → D2 , namely, the projection to the diagonal,
their D2 -coproduct is represented as

M2⊕D2 M2 = M2⊕M2/{D⊕−D : D ∈D2}.

Let

s =
[
2 5

2
5
2 2

]
and t =

[
2 0
0 2

]
,

and note that s⊕ t ∈R , since they have the same diagonal. Then,

[
2 5

2
5
2 2

]
⊕

[
2 0
0 2

]
+J � 0,

since if we chose I2 ∈ D2 , then

s+ I2 =
[
3 5

2
5
2 3

]
� 0 and t− I2 =

[
1 0
0 1

]
� 0,

but
[
2 5

2
5
2 2

]
⊕

[
2 0
0 2

]
� 0

since the matrix

[
2 5

2
5
2 2

]
isn’t positive. �

By the above remarks, we have the following.

COROLLARY 3.14. Suppose that S and T are two finite dimensional faithful op-
erator A -systems, that are bimodules over a finite dimensional CCCCC* -algebra A . Then,
dim(S⊕AT ) = dim(S)+dim(T )−dim(A) .

Graph operator systems are a nice example of (faithful) operator A -systems.
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DEFINITION 3.15. Let G = (V,E) be a graph on n vertices. We may define an
operator system SG ⊆ Mn as follows,

SG = {T ∈ Mn : Ti, j �= 0 ⇒ i = j or (i, j) ∈ E}.

We will call such an operator system SG , the graph operator system of G .

Then SG is a Dn -bimodule and conversely, if S ⊆ Mn is an operator system that
is a Dn -bimodule then there exists a graph such that S = SG . Indeed, let V = [n]
and define E = {(i, j) : i �= j and Ei,iSEj, j �= {0}} . Note that we can write SG as
SG = span{Ei, j : i = j or (i, j) ∈ E} .

EXAMPLE 3.16. Let Gk = (Vk,Ek) , k = 1,2 be two graphs on n vertices. Con-
sider their graph operator systems

SGk = span{Ei, j : i = j or (i, j) ∈ Ek} ⊆ Mn, k = 1,2,

where Ei, j are the matrix units of Mn . We know that the operator systems Sk are
Dn -bimodules, where Dn is the CCCCC* -algebra of diagonal matrices. So they are operator
Dn -systems. Now, define

J = {D⊕−D : D ∈ Dn}

and note that this is a kernel. Indeed, by proposition 3.8 (Dn is a von Neumann algebra)
J is in fact a completely proximinal kernel. So, we have that

SG1 ⊕Dn SG2
∼=c.o.i. SG1 ⊕SG2 /J ,

where SG1 ⊕Dn SG2 is the operator Dn -system coproduct of SG1 and SG2 .

So, the coproduct of two graph operator systems is an operator Dn -system. But is
it a graph operator system? We will answer this question in Section 5, after establishing
first some more theory.

REMARK 3.17. In fact, we can extend the graph operator system case to the infi-
nite dimensional case. Indeed, let (X ,) be a  -finite measure space. Since L(X ,)
can be identified as the CCCCC* -algebra of multiplication operators in B(L2(X ,)) we have
that B(L2(X ,)) is a bimodule over L(X ,) . Since L(X ,) is a von Neumann al-
gebra, by Proposition 3.8, if we consider two completely order isomorphic copies of the
operator system B(L2(X ,)) we may write their operator L(X ,)-system coproduct
as

B(L2)⊕L B(L2) ∼=c.o.i. B(L2)⊕B(L2)/{Mf ⊕−Mf : f ∈ L}.

We will not deal with this case in this work, we intend, however, to study the matter in
a subsequent work.
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4. C*-covers of operator A-systems

Let S be an operator system. A CCCCC* -cover of S is a pair (C, i) , where C is a unital
CCCCC* -algebra and i : S →C is a unital completely isometric map such that i(S) generates
C as a CCCCC* -algebra.

4.1. A universal C*-cover

For an operator system S , its universal CCCCC* -algebra [22] is defined as the unique
CCCCC* -algebra C∗

u(S) generated by S such that for any other CCCCC* -algebra B and u.c.p.
map  : S → B , there exists a *-homomorphism  : C∗

u(S) → B that extends  .
We will extend this notion to the category of operator A -systems. The difference is
that now, our unique CCCCC* -algebra will be an A -bimodule, and the u.c.p. maps and
*-homomorphisms, will be A -bimodule maps.

Let S be an operator system that is a bimodule over a unital CCCCC* -algebra A . We
begin by constructing the free *-algebra A -bimodule:

F(S) := S ⊕ (S⊗AS) ⊕ (S⊗AS⊗AS) ⊕ ·· · ,

where S⊗(n) = S⊗A · · · ⊗A S is the algebraic tensor product of A bimodules (see
for example [18, section 1.3]). The space F(S) becomes a *-algebra if we define
multiplication by:

(s1 ⊗·· ·⊗ sn,s
′
1 ⊗·· ·⊗ s′m) �→ s1 ⊗·· ·⊗ sn⊗ s′1⊗·· ·⊗ s′m,

the *-operation by:

(s1 ⊗·· ·⊗ sn)∗ = s∗n ⊗·· ·⊗ s∗1

and module action by:

a · (s1⊗·· ·⊗ sn) = (a · s1)⊗·· ·⊗ sn

(s1 ⊗·· ·⊗ sn) ·a = s1⊗·· ·⊗ (sn ·a)

and extend all linearly to the tensor product and then to the algebraic direct sum. Now,
let  : S →B(H) be a unital completely positive map that is also an A-bimodule map
in the sense that there exists a *-homomorphism  : A→B(H) such that for all s ∈ S
and a ∈A ,

(a · s) = (a)(s).

Note that by Theorem 2.9 such a map always exists. Any such map gives rise to a
*-homomorphism  : F(S) →B(H) by setting

 (s1 ⊗·· ·⊗ sn) = (s1) · · ·(sn),

and extending linearly to the tensor product and then to the direct sum. Observe that 
is an A-module map. Now let u ∈ F(S) and define ‖u‖F(S) := sup

∥∥ (u)
∥∥ , where

the supremum is taken over all such unital completely positive A-bimodule maps  .
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Finally, define C∗
u,A(S) to be the completion of the quotient of F(S) by the ideal

N = {u ∈ F(S) : ‖u‖F(S) = 0}.

By construction C∗
u,A(S) , possesses a universal property which can be stated as

follows: If B is a unital CCCCC* -algebra that is also a bimodule over A and  : S → B
is a u.c.p. A -bimodule map, then there exists an A-bimodule *-homomorphism  :
C∗

u,A(S) → B such that  |S =  . It is not hard to see that C∗
u,A(S) is unique with

respect to this universal property.
Sometimes we may identify the S with its image inside C∗

u,A(S) , and consider it
as an operator subsystem.

PROPOSITION 4.1. Let S1 and S2 be two faithful operator A -systems. Then,
their operator A-system coproduct S1⊕AS2 is completely order isomorphic to the
operator subsystem

S1 +S2 := {s1 + s2 : s1 ∈ S1, s2 ∈ S2} ⊆C∗
u,A(S1)∗AC∗

u,A(S2),

where C∗
u,A(S1)∗AC∗

u,A(S2) is the CCCCC* -algebra free product amalgamated over A .

Proof. Let T ⊆ B(K) be an operator A-system and let also

1 : S1 →T ⊆B(K)
2 : S2 →T ⊆B(K)

be two u.c.p. A -bimodulemaps. By the universal property of the universal A-bimodule
CCCCC* -algebras, there exist two A -bimodule *-homomorphisms

1 : C∗
u,A(S1) →B(K) and 2 : C∗

u,A(S2) →B(K),

that extend 1 and 2 respectively and restrict to a common *-representation of A .
Now, from the universal property of the amalgamated free product, there exists a *-
homomorphism

 : C∗
u,A(S1)∗AC∗

u,A(S2) →B(K)

such that  |C∗
u,A(S i) = i , for both i = 1,2. Finally, set

 :=  |S1 +S2 : S1 +S2 →B(K),

and note that this is a unital completely positive A -bimodule map such that |S i = i ,
for i = 1,2 and whose image lies inside T . �

PROPOSITION 4.2. Let S1 and S2 be two faithful operator A -systems. Then,

C∗
u,A(S1⊕AS2) ∼= C∗

u,A(S1)∗AC∗
u,A(S2).
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Proof. We will prove that C∗
u,A(S1)∗AC∗

u,A(S2) possesses the universal property

for the universal CCCCC* -algebra C∗
u,A(S1⊕AS2) ; the result will follow by uniqueness.

Using Proposition 4.1, we identify S1⊕AS2 with the operator subsystem S1 +S2 of
the amalgamated CCCCC* -algebra free product C∗

u,A(S1)∗AC∗
u,A(S2) and denote by

i1 : S1 →S1⊕AS2 ⊆C∗
u,A(S1)∗AC∗

u,A(S2)

i2 : S2 →S1⊕AS2 ⊆C∗
u,A(S1)∗AC∗

u,A(S2)

the inclusion maps of S1 and S2 respectively.
Let B be a unital CCCCC* -algebra that is also an A-bimodule. Let also

 : S1⊕AS2 →B

be a u.c.p. A-bimodule map. Then,

◦ ik : Sk →B, k = 1,2

are also u.c.p. A -bimodule maps. By the universal property of the universal CCCCC* -
algebras C∗

u,A(S i) , there exist *-homomorphisms

1 : C∗
u,A(S1) →B

2 : C∗
u,A(S2) →B

that extend  ◦ i1 and  ◦ i2 respectively. Also 1 and 2 agree on A , so by the
universal property of amalgamated free products, there exists a *-homomorphism

 : C∗
u,A(S1)∗AC∗

u,A(S2) →B

such that  |C∗
u,A(Sk) = k , k = 1,2.

Finally, for each k = 1,2,

 |Sk = k|Sk = ◦ ik,

which implies that  |S1⊕AS2 =  , i.e.,  extends  and thus the proof is com-
plete. �

4.2. The C*-envelope

We can now deal with the other famous CCCCC* -cover of operator systems, that is, the
CCCCC* -envelope of an operator system.

The CCCCC* -envelope C∗
e (S) of an operator system S is defined to be the CCCCC* -algebra

generated by S in its injective envelope I(S) [16]. The CCCCC* -envelope C∗
e (S) is the

unique CCCCC* -cover having the following universal property: For any CCCCC* -cover i : S ↪→A
there exists a unique unital *-homomorphism  :A→C∗

e (S) such that (i(s)) = s for
every s ∈ S .

In [11], Duncan proved that under certain assumptions, the CCCCC* -envelope of the
amalgamated free product of two operator algebras A1 and A2 is *-isomorphic to the
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amalgamated free product of their respective CCCCC* -envelopes. See also [7, Section 5.3].
It was assumed that for every *-representation  of their CCCCC* -envelope C∗

e (Ai) , the
restriction  |Ai to Ai has the unique extension property. This is called hyperrigidity
by Arveson [2].

Here we prove the analogous result for operator systems, i.e. we assume the oper-
ator systems to be hyperrigid and prove that the C∗ -envelope of the coproduct of two
operator systems is *-isomorphic to the free product of their CCCCC* -envelopes, amalga-
mated over the unit. In fact we will prove the result for operator A-systems (Theorem
4.11) and the operator system case will follow as a special case.

In [19], Proposition 5.6, the author showed that if an operator system S ⊆A con-
tains enough unitaries to generate A , then A∼= C∗

e (S) . This was used in the following
result.

THEOREM 4.3. [13, Theorem 5.2] Let S1 ⊆ A1 and S2 ⊆ A2 be two operator
systems, where A1,A2 are unital CCCCC* -algebras. Then, if the operator systems S i , i =
1,2 contain enough unitaries to generate Ai as CCCCC* -algebras, then S1⊕1S2 contain
enough unitaries to generate A1 ∗1A2 as a CCCCC* -algebra, and

C∗
e (S1⊕1S2) ∼= A1 ∗1A2 .

The above result provides a sufficient condition for the CCCCC* -envelope of the co-
product of two operator systems to be *-isomorphic with the amalgamated free product
of their CCCCC* -envelopes, that is, to assume that the operator systems contain the unitaries
that generate their CCCCC* -envelopes. We replace this condition with hyperrigidity for op-
erator systems, therefore strengthening the above result.

DEFINITION 4.4. [1, Unique extension property for u.c.p. maps] Let S be an
operator system and (A, i) be a CCCCC* -cover. A u.c.p. map  : S →B(H) , is said to have
the unique extension property, if it has a unique extension to a completely positive map
̃ : A→B(H) that is also a *-representation.

DEFINITION 4.5. [2, Hyperrigidity] Let S ⊆A be an operator system and (A, i)
be a CCCCC* -cover. The operator system S is called hyperrigid in A , if for every represen-
tation  : A→B(H) , its restriction  |S has the unique extension property.

DEFINITION 4.6. [20] Let S ⊆ A be an operator subsystem of the unital CCCCC* -
algebra A . We say that S contains enough unitaries in A , if the unitaries in S generate
A as a CCCCC* -algebra.

PROPOSITION 4.7. [20, Lemma 9.3] Let S ⊆A be an operator system that con-
tains enough unitaries in A . Then, every u.c.p. map  : S → B(H) that preserves
unitaries, extends uniquely to a unital completely positive map ̃ : A→ B(H) , which
is also a *-homomorphism. That is, any such u.c.p. map  : S →B(H) has the unique
extension property.
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The two following results can be found in [17]. We include them with somewhat
different proofs.

PROPOSITION 4.8. Let S ⊆ A be an operator system that contains enough uni-
taries in its CCCCC* -cover A , then S is hyperrigid in A .

Proof. Let  :A→B(H) be a representation of A , and  :A→B(H) , be a u.c.p.
map such that  |S =  |S . Then, for every unitary u ∈ S , we have that (u) = (u) ,
which means that (u) is also unitary ( is a *-homomorphism). So, by Proposition
4.7,  |S extends uniquely to a u.c.p. map on A that is also a *-homomorphism and
since  is another such extension,  =  on all of A . �

The following proposition implies that if an operator system is hyperrigid in one
of its CCCCC* -covers, it is necessarily hyperrigid in its CCCCC* -envelope. In fact:

PROPOSITION 4.9. Let S be an operator system and (A, i) be a CCCCC* -cover of S .
If S is hyperrigid in A , then A∼= C∗

e (S) via a *-isomorphism. In fact, the conclusion
holds if we only assume the existence of a faithful representation  : A→ B(H) such
that  |S has the unique extension property.

Proof. First, identify S with its image inside its CCCCC* -envelope, that is, assume
S ⊆C∗

e (S) . Let  :A→C∗
e (S) be the associated surjective *-homomorphism such that

(i(s)) = s for all s ∈ S . Let  :A→B(H) be a faithful *-representation of the unital
CCCCC* -algebra A . By Arveson’s extension theorem, there is a u.c.p. map  : C∗

e (S) →
B(H) that extends  ◦ i : S → B(H) . Now we see that  ◦ (i(s)) = (s) = (i(s))
for all s ∈ S . But since S is hyperrigid in A ,  has the unique extension property
and thus we must have that  ◦ =  in all of A . Now  ◦ is injective, since  is
faithful, and thus  is also injective. Together with being surjective we conclude that
 is a *-isomorphism. �

REMARK 4.10. It is known that the injective envelope respects module actions, in
the sense that if S is an operator A-system, there always exist a unital complete order
embedding  : S → I(S) and a unital *-homomorphism  : A→ I(S) : a �→ a · e into
its injective envelope with (a · s) = (a)(s) for all s ∈ S and a ∈ A [26, Theorem
15.12]. In fact, Theorem 2.9 is an application of this result. Consequently, the CCCCC* -
envelope of S respects module actions as well. Indeed, let C∗

e (S) = C∗((S)) ⊆ I(S)
and note that for all a ∈ A ,

(a) = (a · e) ∈ (S) ⊆C∗
e (S).

Moreover, since (S) is a (A)-bimodule in I(S) , then by continuity of the multipli-
cation, so is C∗

e (S) . Finally, when we assume S to be a faithful operator A -system
then by the above arguments there exist a unital c.o.e.  : S → C∗

e (S) and a unital
injective *-homomorphism  : A→C∗

e (S) such that (a · s) = (a)(s) for all a ∈A
and s ∈ S .
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Now we are ready to prove the main result of this section.

THEOREM 4.11. Let S1 and S2 be two faithful operator A-systems that are
hyperrigid in their respective CCCCC* -envelopes, then

C∗
e (S1⊕AS2) ∼= C∗

e (S1)∗AC∗
e (S2).

Proof. Since S i , i = 1,2, are faithful operator A-systems, we have that there exist
unital *-embeddings i : A → C∗

e (S i) . By definition, the amalgamated free product
C∗

e (S1) ∗AC∗
e (S2) is the unique CCCCC* -algebra, generated by 1(C∗

e (S1))∪2(C∗
e (S2))

where
i : C∗

e (S i) →C∗
e (S1)∗AC∗

e (S2)

i = 1,2, are isometric *-homomorphisms with 1 ◦ 1 = 2 ◦ 2 having the following
universal property: any two unital *-homomorphisms i : C∗

e (S i) → B(H) , i = 1,2
with 1 ◦ 1 = 2 ◦ 2 , give rise to a *-representation  : C∗

e (S1) ∗AC∗
e (S2) → B(H)

such that  ◦i = i , i = 1,2.
We begin by representing faithfully C∗

e (S1)∗AC∗
e (S2)⊆B(H) as a CCCCC* -subalgebra

for some Hilbert space H and since the inclusions i :C∗
e (S i)→C∗

e (S1)∗AC∗
e (S2) are

isometric *-homomorphisms, we will suppress their use and thus consider C∗
e (S i) ⊆

C∗
e (S1)∗AC∗

e (S2) as CCCCC* -subalgebras.
By Proposition 3.4 we know that if we have two operator A-systems S1 ⊆ B1

and S2 ⊆ B2 , where B1,B2 are unital CCCCC* -algebras such that there exist injective *-
homomorphisms i :A→Bi with si ·a = sii(a) for every si ∈S i and a∈ S , i = 1,2,
then the coproduct S1⊕AS2 is completely order isomorphicwith S1 +S2 ⊆B1 ∗AB2 .

Thus if i : S i → C∗
e (S i), i = 1,2 are the completely isometric embeddings, we

have i : S i → C∗
e (S1) ∗AC∗

e (S2) , for i = 1,2. Now let  : S1⊕AS2 → C∗
e (S1) ∗A

C∗
e (S2) be the corresponding inclusion map; thus  is u.c.p. and a complete isometry

and |S i = i .
Since we assumed the operator systems S1 , S2 to be hyperrigid, the maps i

have the unique extension property; equivalently, the i are maximal u.c.p. dilations
[1, Proposition 2.2].

The map  is also a maximal u.c.p. map. Indeed, suppose that we have a u.c.p.
map  �  . That is,  : S1⊕AS2 → B(K) for some Hilbert space K ⊇ H satisfies
(a) = P|H(a)|H , for all a ∈ S1⊕AS2 . Now we see that if ai ∈ S i , i = 1,2,

i(ai) = |S i(ai) = P|H |S i(ai)|H
and thus  |S i � i . But since i are maximal, this is equivalent [1] to

i(ai)x =  |S i(ai)x

for all ai ∈ S i and x ∈ H .
It follows now that,

(a1 +a2)x = 1(a1)x+2(a2)x
=  |S1(a1)x+ |S2(a2)x
= (a1 +a2)x
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for all a1 ∈ S1 , a2 ∈ S2 and x ∈ H , and these sums span S1⊕AS2 = S1 +S2 . This
means that  is maximal. However, by [10] since  is also a complete isometry we
have that

C∗
e (S1⊕AS2) ∼= C∗((S1⊕AS2)).

The final step is to see that C∗
e (S1) ∗A C∗

e (S2) is the CCCCC* -algebra generated by
C∗

e (S1)∪C∗
e (S2) in B(H) and since C∗

e (S i) =C∗(i(S i)) , it is generated by 1(S1)∪
2(S2) and so it coincides with C∗((S1 +S2)) because  is completely determined
by the inclusions 1,2 . �

5. A special operator A-system and dual operator A-systems

We are now able to go back to the examples of graph operator systems and answer
the question on whether the coproduct of two graph operator systems is again a graph
operator system (since it is a Dn -bimodule).

PROPOSITION 5.1. The coproduct of two graph operator systems is not neces-
sarily a graph operator system. That is, there exist two graph operator systems whose
coproduct is not completely order isomorphic to any operator system SG′ ⊆ Mk that is
a bimodule over Dk for some k ∈ N . In fact, this coproduct cannot even be completely
order isomorphic to any operator system acting on a finite dimensional Hilbert space.

Proof. Let G be the complete graph on 2 vertices. Let SG be its graph operator
system and consider two copies of SG . Let SG⊕D2 SG be their coproduct over D2 .
Note that the graph operator system SG is in fact all 2 by 2 scalar matrices, i.e. SG =
M2 and SG⊕D2 SG = M2⊕D2 M2 .

Assume that M2 ⊕D2 M2 is completely order isomorphic with a graph operator
system SG′ with Dk ⊆ SG′ ⊆ Mk that is a bimodule over Dk for some k ∈ N . Hence

C∗
e (M2⊕D2 M2) ∼= C∗

e (SG′).

Since M2 clearly contains enough unitaries to generate its CCCCC* -envelope (i.e. itself)
it is hyperrigid by Proposition 4.8. Hence, by Theorem 4.11 we have that C∗

e (M2 ⊕D2

M2) ∼= M2 ∗D2 M2 .
Finally, by [25, Theorem 3.2], we have C∗

e (SG′) = C∗(SG′) ⊆ Mk and thus we
have following *-isomorphism

M2 ∗D2 M2
∼= C∗(SG′).

However, this cannot hold since the amalgamated free product on the left hand side
is infinite dimensional while the right hand side is finite dimensional. In particular
M2 ⊕D2 M2 cannot even be represented concretely as an operator system in a finite
dimensional Hilbert space. �

So, M2⊕D2 M2 is not a graph operator system despite the fact that it is a bimodule
over the 2 by 2 diagonal matrices. However, as we will see shortly, it is a dual operator
D2 -system.
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In fact, the coproduct of any two dual operator A -systems is a dual operator A-
system. In order to see this, we need to prove first that their coproduct is w*-closed, and
also that the module action is separately w*-continuous. For more about the subject,
we refer to the work of Y-F. Lin and I. Todorov [23].

DEFINITION 5.2. [4] Let S be an operator system. We say that S is a dual oper-
ator system, if it is a dual operator space. That is, if there exists an operator space S∗
such that S ∼= (S∗)∗ completely isometrically isomorphically.

DEFINITION 5.3. [23, Definition 4.3] Let A be a von Neumann algebra. An
operator system S , will be called a dual operator A -system if

1. S is an operator A -system

2. S is a dual operator system, and

3. The map from A×S into S , that sends the pair (a,s) to a · s , is separately
w*-continuous.

THEOREM 5.4. [23, Theorem 4.7] Let A be a von Neumann algebra and S be
a dual operator A -system. There exists a Hilbert space H , a unital complete order
embedding  : S →B(H) which is a w*-homeomorphism with w*-closed range, and a
unital normal *-homomorphism  : A→B(H) , such that,

(a · s) = (a)(s), for all a ∈ A,s ∈ S .

THEOREM 5.5. Let A⊆ B(H) be a von Neumann algebra and let S,T ⊂ B(H)
be two w*-closed operator systems that are bimodules over A and such that A ⊆
S∩T ⊆ B(H) . Then, their coproduct S⊕AT is also a dual operator A-system.

Proof. By Theorem3.8 we can write the coproduct as S⊕AT =S⊕T /J , where
J = {a⊕−a : a∈A}⊆B(H⊕H) . Thus, S⊕T is a w*-closed subspace of B(H⊕H)
and J is a w*-closed subspace of S⊕T .

By [5, Remark 1.4.4], we know that S⊕T /J ∼= (J⊥)∗ as operator spaces. Here

J⊥ = {u⊕ v∈ T (H)⊕T (H) : Tr(ua⊕−va) = 0 for all a ∈ A},

where T (H) denotes the trace-class operators on H . So the coproduct is a dual oper-
ator system. It is by definition an operator A -system, so in order for it to be a dual op-
erator A -system we need to check that the module action is separately w*-continuous.

We recall that the completely isometric isomorphism S⊕T /J ∼= (J⊥)∗ is the
map:

 : S⊕T /J → (J⊥)∗ : x = s⊕ t +J �→x

where x(u⊕ v) = Tr((us⊕ vt)), u⊕ v∈ J⊥ .
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Suppose that (ai)i∈I is a net in A such that ai
w∗
−→ a∈A . Let also x = s⊕ t +J ∈

S⊕T /J . We will show that ai · x w∗
−→ a · x . Note that

ais⊕ait
w∗
−→ as⊕at in S⊕T ⇒

Tr(uais⊕ vait) → Tr(uas⊕ vat), ∀u⊕ v ∈ J⊥ ⇒
ai·x(u⊕ v)→a·x(u⊕ v), ∀u⊕ v∈ J⊥.

So it suffices to show that ais⊕ ait
w∗
−→ as⊕ at . This holds since ai

w∗
−→ a in A im-

plies that ais
w∗
−→ as by the separate w*-continuity of multiplication in B(H) and

analogously, we have that ait
w∗
−→ at . The proof that xi

w∗
−→ x in S⊕T /J implies

xi ·a w∗
−→ x ·a is essentially the same.

So, S⊕T /J = S⊕AT is a dual operator A -system and by Theorem 5.4, we
can represent it as a faithful w*-closed operator A -system, that is a bimodule over the
von Neumann algebra A . �

6. Inductive limits

We now move on to the category of inductive limits, to see how well the coproducts
behave. For an extensive study of inductive limits for operator systems see [24]. First,
we state the definition of an inductive system and inductive limit in the operator system
category.

DEFINITION 6.1. An inductive system in the category of operator systems, is a
pair ({Sk}k∈N,{k}k∈N) where Sk is an operator system for each k ∈N and k : Sk →
Sk+1 is a unital completely positive map.

An inductive limit, for the inductive system ({Sk}k∈N,{k}k∈N) , is a pair
(S,{k,}k∈N) where S is an operator system and k, : Sk → S is a u.c.p. map
for each k ∈ N such that:

1. k+1, ◦k = k, ,

2. if (T ,{k}k∈N) is another pair such that T is an operator system, k : Sk →T
is a u.c.p. map and k+1 ◦k = k , k ∈ N , then there exists a unique u.c.p. map
 : S → T such that  ◦k, = k , for each k ∈ N .

We will show that any two inductive systems in the category of operator systems,
give rise to an inductive system of coproducts of the operator systems at each term,
having as an inductive limit, the coproduct of the inductive limits of the two inductive
systems.
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PROPOSITION 6.2. Let (S,{k,}k∈N) and (T ,{k,}k∈N) be two inductive lim-
its in the operator system category, of the inductive systems:

S1
1−→ S2

2−→S3
3−→ S4

4−→ ·· ·
and

T 1
1−→ T 2

2−→T 3
3−→ T 4

4−→ ·· ·

respectively. Then, the pair (S⊕1T ,{k,⊕1 k,}k∈N) is an inductive limit for the
inductive system

S1⊕1T 1
1⊕11−−−−→ S2⊕1T 2

2⊕12−−−−→S3⊕1T 3
3⊕13−−−−→ S4⊕1T 4

4⊕14−−−−→ ·· ·

where for each k ∈ N , the map k ⊕1 k : Sk⊕1T k → Sk+1⊕1T k+1 is the unique
u.c.p. map associated with the maps k and k after we embed both Sk+1 and T k+1
in Sk+1⊕1T k+1 .

Proof. Let us begin by considering each one of the operator systems Sk and T k as
subsystems of some CCCCC* -algebras, say their universal CCCCC* -algebras C∗

u(Sk) and C∗
u(T k)

respectively, for every k ∈ N . Then, for every k ∈N , we can identify (completely order
isomorphically) their coproducts Sk⊕1T k with the subsystems Sk +T k ⊆C∗

u(Sk) ∗1

C∗
u(T k) as in Proposition 4.1, with the associated maps being the inclusions Sk, T k ↪→

Sk +T k . We thus assume that each coproduct Sk⊕1T k is spanned by sums of the
form sk + tk , for sk ∈ Sk , tk ∈ T k . So, we have the following inductive systems:

S1 S2 S3 · · ·

S1⊕1T 1 S2⊕1T 2 S3⊕1T 3 · · ·

T 1 T 2 T 3 · · ·

φ1 φ2 φ3

φ1⊕1ψ1 φ2⊕1ψ2 φ3⊕1ψ3

ψ1 ψ2 ψ3

where for each k ∈ N , k ⊕1k : Sk⊕1T k →Sk+1⊕1T k+1 is the unique u.c.p. map,
that satisfies

(k ⊕1k)|Sk = k and (k ⊕1k)|T k = k. (6.1)

Moreover, if we do the same for the operator systems S and T , we also obtain u.c.p.
maps

k,⊕1k, : Sk⊕1T k →S⊕1T ,

such that

(k,⊕1k,)|Sk = k, and (k,⊕1k,)|T k = k,, (6.2)
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for each k ∈ N . In order to prove that (S⊕1T ,{k,⊕1k,}k∈N) is indeed an induc-
tive limit in the operator system category, we have to verify the following conditions:

1) (k+1,⊕1k+1,)◦ (k ⊕1k) = k,⊕1k, ,
2) [universal property] If (R,{k}k∈N) is another pair, such that R is an operator

system, k : Sk⊕1T k →R is a u.c.p. map with k+1 ◦ (k ⊕1k) = k , k ∈ N , then
there exists a unique u.c.p. map  : S⊕1T →R such that  ◦ (k,⊕1k,) = k .

For property 1), fix k ∈ N and let sk ∈ Sk , tk ∈ T k . Thus,(
(k+1,⊕1k+1,)◦ (k ⊕1k)

)
(sk + tk)

= (k+1,⊕1k+1,)◦
(
(k ⊕1k)(sk)+ (k ⊕1k)(tk)

)

= (k+1,⊕1k+1,)◦
(
k(sk)+k(tk)

)
= (k+1,⊕1k+1,)◦k(sk)+ (k+1,⊕1k+1,)◦k(tk)
= (k+1, ◦k)(sk)+ (k+1, ◦k)(tk)
= k,(sk)+k,(tk)
= k,⊕1k,(sk + tk),

where the third line is due to 6.1, the fifth line comes from 6.2 and the sixth is from
the corresponding property of the inductive limits (S,{k,}k∈N) and (T ,{k,}k∈N) .
So property 1) holds since, as mentioned, sums of the form sk + tk span the coproduct
Sk⊕1T k for every k ∈ N .

It remains to prove the universal property 2), and then by uniqueness, the pair
(S⊕1T ,{k,⊕1k,}k∈N) will be the inductive limit. To this end, let (R,{k}k∈N)
be a pair as in 2). Consider, for each k ∈ N

k+1 : Sk+1⊕1T k+1 →R

then

k+1|Sk+1 :Sk+1 →R
k+1|T k+1 :T k+1 →R,

are two u.c.p. maps such that

k+1|Sk+1 ◦k = k|Sk and k+1|T k+1 ◦k = k|T k .

Therefore, by the universal properties of the inductive limits (S,{k,}k∈N) and
(T ,{k,}k∈N) , there exist two u.c.p. maps

 :S →R
 :T →R,

such that for every k ∈ N

 ◦k, = k|Sk

 ◦k, = k|T k .
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Finally, if we invoke the universal property of the coproducts (Definition 3.5), we obtain
a unique u.c.p. map

 : S⊕1T →R,

that satisfies |S =  and |T =  and so, for every k ∈ N , sk ∈ Sk and tk ∈ T k

(
 ◦ (k,⊕1k,)

)
(sk + tk) =  ◦

(
k,(sk)+k,(tk)

)
=  ◦k,(sk)+ ◦k,(tk)
=  ◦k,(sk)+ ◦k,(tk)
= k|Sk(sk)+k|T k(tk)
= k(sk + tk)

by the aforementioned properties. Thus  ◦ (k,⊕1k,) = k as we wanted. �
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