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MULTIPLE-TERM REFINEMENTS FOR UPPER BOUND OF THE
HERMITE-HADAMARD INEQUALITY AND APPLICATIONS

TRAN DINH PHUNG, NGUYEN NGOC HUE* AND DUONG QUuocC Huy

(Communicated by F. Kittaneh)

Abstract. In this work, we propose various new upper bounds of the Hermite-Hadamard inequal-
ity for convex and radical convex functions via the linear and quadratic interpolations of convex
functions. Some applications of the newly introduced results to operator inequalities, numerical
radius and unitarily invariant norm inequalities are also given.

1. Introduction

The classical Hermite-Hadamard inequality [7, 9] states that for a convex function

fila,b) - R
() s frows o0,

It is known that the right-hand side of the Hermite-Hadamard mequality can be refined
as follows (see e.g. [8, 26])

fofmactpE) ) s

It follows immediately that the residual (a distance between two sides) in the right
inequality of (1.1) is larger than in the left one. It is important to stress that regardless
of applications, we always wishful to obtain an inequality with smaller error. There
have been recently many works on the refinement of the right side of (1.1) like in
[8, 13, 14, 17, 18, 26].

Notice that, the inequality (1.2) is really easy to prove. Indeed, by applying the
right-hand side of (1.1) to the intervals [a, “F2], [“42,b] and add the obtained inequal-
ities one obtain the inequality (1.2). However, the inequality above can also follow
from a nice geometrical proof based on the idea of the linear interpolation of a convex
function. That is, we can show that

2 (L0 (S22)) <= virta)+ i) -1 - viavb) 013
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forall v € [0,1], where ro(v) = min{v,1 — v}. Integrating the above inequality from
0 to 1, we obtain the inequality (1.2).

The inequality (1.3) is the refinement of Jensen’s inequality proposed by Dragomir
[5] in 2006 (see also [15]). In 2017, Choi, Krnié, Pecari¢ [4] developed this idea via
defining recursively the functions r,, (V) as

ro(v) =min{v,1—v}, ry(v)=min{2r,—;(v),1—2r,_1(V)}, ve0,1]

and using them to establish a refinement of Jensen’s inequality as follows: If N is a
nonnegative integer and f is a convex function defined on [0, 1], then

N-1 2"
V)+ X mv) XA kg (V) SA=v)f0)+vf(1)  (14)
n=0 k=1

here

s r(52) 1 (8) ()

and y; is the characteristic function of the interval I given by x;(v) =1 if v €I and
xi1(v) = 0 otherwise. The inequality (1.4) is a further refinement of (1.3) in the case
a =0, b =1. Recently, Huy, Quang, Van [10] proposed a new refinement of (1.4) by
utilizing the following quadratic interpolation

yn(v) =(1-v)f(0)+vf(l ZTn ZAf”k Xt 1y (V),

where 7, are quadratic functions via the functions r,.

In [24], Sababheh and Moradi proved that radical convex functions have a better
estimate in the right-hand side of Hermite-Hadamard inequality as follows: If f is a
2-radical convex function and b > a > 0 then

4t (1) f(a)+ f(b)
- /f )i+ a/ < T

The main objective of this article is to provide a class of refinements for upper
bound of the Hermite-Hadamard inequality (1.2) for convex and radical convex func-
tions. For this purpose, we will need the interpolation results of convex functions was
recently introduced in [4, 10]. Our method yields a considerably closer upper bound
for the integral mean value of convex function than the classical one. The residuals
of obtained inequalities are strictly smaller than in the classical Hermite-Hadamard in-
equality.

The notion of convex function plays an increasingly important role in the de-
velopment of operator and norm inequalities. In [6], Dragomir established an oper-
ator version of (1.1) by using a simple and smart convexity argument. Sababheh and
Moradi [20, 23, 24] established various general inequalities governing numerical ra-
dius inequalities for operators and matrices using convex functions. In several works
[3, 12, 19,22, 25], based on convexity of certain functions, the authors provided several
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improvements and refinements of norm and numerical radius inequalities of bounded
linear operators on a complex Hilbert space. Inspired by these works, in this paper we
also study some operator norm inequalities and numerical radius inequalities for matri-
ces. We use some newly obtained results for convex functions to improve on existing
numerical radius inequalities as well as norm inequalities. We would like to mention
that our approach is capable of producing uniform refinements for various norm opera-
tor inequalities.

2. Linear and quadratic interpolations for convex functions

Throughout this paper, for n =0,1,2,..., we denote by r,, the multipart functions
defined by
k=1 2k—1
vy = 42V REL G SV aE
k—2"v, Zl<v< g

For simplicity of notation, we will write

2" —k+1 k-1 —k k
Mﬁm@zf( 2J%a+ > >+f< a+—%>

2 ok 41 2k—1
_2f< S N v b)

for any function f defined on [a,b] and 1 <k <2". We also write A (n, k) instead of
AY! (n,k).

In this section, we recall some basic facts on linear and quadratic interpolations
which are useful in improving Jensen inequality for convex and radical convex func-
tions. We recall first the definition of the linear interpolation.

LEMMA 2.1. [4] Let f be a function defined on [0, 1]. For a nonnegative integer
N, define on(v) by

o
on(v) = (1—=v)f(0)+vf(l Zrn ZAf”k%(kT ZLI)(V)

k=1

and the summation is assumed to be zero if N =0. Then, @y(V) is the linear interpo-
lation of f(v) at v=k/2N, k=0,1,...,2N

Notice that the functions r, are continuous and linear on intervals (2,;11 , 2,,k+ 1)
for 1 < k <2"*!. The linear interpolations @y (V) provides a refinement of the Jensen
inequality for a convex function defined on the interval [0, 1]. In fact, we have

THEOREM 2.2. [4] Let N be a nonnegative integer. If f is convex on [0,1], then
2)1

N-1
v+ X (V) YA (R x e ey (V) S (L= v)FO0)+ V(). 21
n=0

=1 s DM
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In [10], Huy, Quang, Van defined the quadratic functions 7, via the functions r,
and get a quadratic interpolation in the following.

LEMMA 2.3. [10] Let f be afunction defined on [0,1]. For a nonnegative integer
N, define wy(Vv) by

N—-1

yn(v) =(1=v)f0)+vf(1)= Y 7 ZAf"k kTLn)(V)

n=0

here the quadratic functions T, are given by

(V) = (V) +a (%m_l(v)—rﬁ,_l(v)> (2.2)

with the arbitrary constant oo # 0. Then, Yy is the quadratic interpolation of f at
points v=5k/2N, k=0,1,...,2"V.

Applying this interpolation, the authors provided a refinement of Jensen type in-
equalities for twice differentiable convex functions.

THEOREM 2.4. [10] Let N be a positive integer. If f is a twice differentiable
convex function defined on [0,1] satisfying that 0 < m < f” < M < oo, then

on

N—1
v)+ Y v ZAf nR)xr 1y (V)<A= +vf(1),  @3)
n=0

6m

where the quadratic functions t, are defined as in (2.2) with o0 = @

Next, we briefly recall the definition and related basic facts on radical convex
functions introduced by Sababheh and Moradi [24].

DEFINITION 2.5. [24] Let f : [0,00) — [0,0) be a continuous function with

1
f(0) =0, and let p > 1 be a fixed number. If the function g(r) = f(¢?) is convex
on [0,c0), we say that f is p-radical convex.

REMARK 2.6. [24] Let f be p-radical convex, for some p > 1.
(1) f isincreasing and convex.
(2) f is g-radical convex, forall 1 < g < p.
(3) If g is g-radical convex for some g > 1, then f+ g is min{p,g}-radical convex.

(4) If g is increasing convex, then the composite function go f is p-radical convex.

THEOREM 2.7. [24] Let f be a 2-radical convex function and a,b > 0. If 0 <
v <1, then

F((1=v)a+ vb) +f<\/ 10— V)|a— b\) (1= v)f(a)+vf(b).
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THEOREM 2.8. [22] Let f be a 2-radical convex function and a,b > 0. If 0 <
v <1, then

F((1=v)a+vb)+ f (Vv = V)|a—b])

< (1=v)f(a)+vf(b).
The following theorem gives a refinement of the Jensen inequality for radical con-
vex functions.

THEOREM 2.9. Let N,N; be two nonnegative integers. Let f be a p-radical
convex function for p > 2 and a,b > 0. Then for any 0 < v < 1, we have

N—1

f(L=v)a+vb)+ Y, f (r Z@“bnk) (kTZLn)(V)>p

n=0

)

N-1 Z P pP
+ 2 ) TITT s 4 (V)

k=1 !
< f((L—=v)a+vb)

Nj—1 on ?
( > m(v) Y, 2% (n, k)X, 2@)("))
n=0 k=1
o 2.4)
- 2 ra(v 254; b ()1 gy (V)

<f<[<1—v>aﬂ+vbpﬁ>
N —1 on »
( 2 (v) X 2 k) g)(V)>

N-1 2
+ 2 V) X9 (n k)it & y(V)
n=0 k=1

< (I=v)f(a)+vf(b),
where %;p’bp (n,k) = Agp’hp (n,k) with g(t) = f(t%), namely

1 1
M k+1 , k-1 \7? Mk k. \7?
%ﬁp’bp(n,k):f« 2n+ a+ = bp>'>+f<< St bp)p>

1
2l 2k 1 2k—1 v
—2f < il a’+ il bp)

(2.5)
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and

n n n 2

ol ok 1 2k—1.\"
—2( + a b)
2n+l 2n+1

n__ _ P n V4
@wb(mk) :(2 k 1a+k lb) +<2 ka—I— kﬂb)
(2.6)

1
Proof. We consider the function g(u) = f(u?) for u € [0,°0) and denote

27!
2 (v) = (1= v)g(a?) + vg(b”) — 2 (V) 388 (k) (V)

2 on

for v € [0, 1]. Following the proof of [4, Lemma 2], we can show that
2" —k+1 k—1
(p;" P vy =(k—2Vv)g ( 2n+ al + > bP)

2"k k
+ (Vv —k+ 1)g< > ap+2—nbp>

for "2’—,\,1 <v< 2LN and k= 1,2,...,2". This implies

P pP
oy (V)

g ((k—sz) <a1’+ %(bl’ —al’)) + (@2 —k+1) <a1’+ z—kn(bl’ —ap))>
=g((1—v)a” +vbP).

Using the inequality (2.1) for convex function ((1 —v)a+ vb)? on v € [0, 1] we have

(1—-v)a’ +vb > Nilrn(v) 22 Pap(nk)x s 1y (V) + (1= v)a+vb)".
n=0 k=1

Since g is an increasing function on [0,0), we have

g ((1 —v)a’+ vb”)

Ni—1 on
>g<z V) S, Pasln k) (kﬁn><v>+<<1—v>a+vby’>

n=0 k=1 2n 02
N 2” 2.7)
n:O k=1
Ni—1 on
>3 ( )T Pasln s 2¢,><v>>+g<<<1—v>a+vb>f’>7
n=0 k=1

where we have just used the super additive inequality of g (see [1, Problem I1.5.12]).
This completes the proof. [l

The following corollary provides a refinement of [21, Theorem 2.1].
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COROLLARY 2.10. Let N,N; be a nonnegative integer. Let f be a 2-radical
convex function and a,b > 0. Then for any 0 < v < 1, we have

Ny—1 p
f((1=v)a+vd)+ Z f (% n(2V) a—b)
n=0

on

N—1
+ Z()r"(v) fo“ P (n, k)%(kT L)(")

7

I

k=1
< F((1=v)a+vb) +f<\/v(1 - v)\a—b\)
N=1 Y o (2.8)
+ 2 (V) X (k) cr ey (V)
k=1

< f([(1 =)@+ vb2]?) +f<\/ (1—V)|a— b|>
N—1 2" 5
+§:‘07‘n Zga b nk)x(kz_ Lﬂ)(V)
<(1—V)f(a)+vf( )

where %sz’bz (n,k) are defined as in (2.5) with p =2, that is

1 1
a27h2 - 2n—k+l 2 k—l 2 2 k 2 k 2 2
G (n k) _f<< @) |+ zn +55b

1
2kl ., 2k—1,)\°?
—2f ( Ry b2>

)

(2.9)

on+1 on+1

Proof. When p =2, £2%%(n,k) in (2.6) becomes

(b—a)?
22n+1

P (n,k) = k=1,...,2"

Then for each fixed v € [0,1] and p =2,

N1 2
lim ( Y r(v) Y, 52“7b(n,k)x(k2;nl L)(V)>
n=0 k=1

N1—>°° )N

N —1 on (2.10)
2 .
=(b-a) th (Z 22n+12 ‘TL,, )

=(b—a)’v(l—v).

This together with the inequality (2.4) holds for all nonnegative integers N; implies
(2.8). O

Applying the quadratic interpolation, we obtain the following refinement of Jensen
type inequalities for twice differentiable radical convex functions.
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THEOREM 2.11. Let N,N; be two nonnegative integers and p > 2. Let f bea

twice differentiable p-radical convex function satisfying that 0 < m < (f(¢? » )N <M<
oo forall t >0 and a,b > 0. Then for any 0 < v < 1, we have

N —1 on »
F(1=v)a+vb)+f ( 3 m(v) Y, 24, KX, 2%)("))
k=1 (2.11)
2)1

¥ z 5 I (0151 4y () < 1= VF@+vI)

b

)

where the quadratic functions T, are defined as in (2.2) with o0 = i 4N(f”1)M and

%;p’hp (n,k), P (n,k) are defined in Theorem 2.9.

Proof. Let g(u) = f(u%) for u € [0,0) and

N—1
v (v) = (1= v)g(@) +veB) - 3 7 ZA“”’” 25 4y (V)
n=0

for v € [0, 1]. We will show 11/]‘3,’ b (v) = g((1=v)aP + vbP) forall v €0,1]. To see
this, let us consider the function

h(v) =y " (v) - ((1 - v>a1’+vbﬂ>>, velo1].
It is easy to see that h (551) = h (57) =0 for 1 <k < 2. Hence, it suffices to prove
that 4 is concave on intervals ("2— LN) for 1 < k <2V. Indeed, applying Jensen’s

inequality to the convex function M — f(#), one has
0 <AL (n,k) <2722 (bP —a?)?M.

On the other hand, it is easy to see that the quadratic functions 7,(v) are twice differ-

entiable on intervals (43, 47) . Therefore, we obtain, for all v € (4, LN

[3e]

2"
H'(v 2 20 (riy_1 (v))? ZAﬁ"’hP(n,k)x(H L)(v)
k=1

IR

[N]

— (b7~ aPg" (1 - v)a? + Vo)

N—1 2"
<2a ) 22Ny A,ffp’bp(n,k))c(k—l (V)
k=1

TN
n=0 2

— - P>2g”<<1 —V)a + vbP)

)

< (7 2 22N=1) (b — aP)?g" (1 — v)aP + vbP)

= O AT N 1) (b — aP)2g" (1 — v)aP + vbP)

@Y — 1) — (b” — a?)’m =0,

/
o)
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which proves that / is concave on ("2_—1, 2LN) for 1 <k<2V. This factleads to i(v) >0
k=1

on intervals ( =, ZLN) , namely,

a bP

W (v) > g((1— v)aP + vb)
forall v € [0, 1]. Together with (2.7) we know that (2.11) holds. [J

Combining Theorem 2.11 and (2.10), we get easily the following result.

COROLLARY 2.12. Let N be a nonnegative integer. Let f be a twice differen-
tiable 2-radical convex function satisfying that 0 < m < (f(v/1))" < M < o for all
t >0 and a,b > 0. Then forany 0 < v < 1, we have

(11— v)a+vb)+f<\/v(1 - v)\a—b\)

N—1 2
+ 2 0v) X I () 1)(V) < (1= v)f(a) +vf(b),
n=0 k=1
where the quadratic functions T, are defined as in (2.2) with o0 = i 4N(f'1l)M and

%_?2’1’2 (n,k) are defined in Corollary 2.10.

3. Some multiple-term refinements for upper bound of
Hermite-Hadamard inequality

In this section, we present two new classes of multiple-term refinements for up-
per bound of the Hermite-Hadamard inequality. Our method is to utilize linear and
quadratic interpolations for convex and radical convex functions. Firstly, for convex
functions we have

THEOREM 3.1. Let N be a nonnegative integer. If f is a convex function defined
on la,b] then

1 b N—1 1 on . b
E/H f(f)dl-F%W%Af’b(mk)gw. 3.1

Furthermore, if f is a twice differentiable convex function defined on [a,b] satisfying
that 0 <m < f" <M < oo, then

L/bf(t)derNf L (14— iA“7b(n k)
b—al, n=02n+2 (4N—1)M = f )

_ [@)+ /()

b 2

(3.2)
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Proof. First, since g(v) = f((1 — v)a+ vb) in convex on [0, 1], we see that the
inequality (2.1) implies the inequality
N—1

2"
f(A=v)a+vb)+ rn(v)kz A;h(n k) y(v)
~l

n=0
< (1= V)f(a) + vI(b).

Integrating the inequality (3.3) from O to 1, we obtain

/f ((1—-v) a+vbdv+/ (Zrn Z abﬂk)%(kl,i,)(v))dv
k=1
1
< [=vis@-+veenav =900
0

In view of

(3.3)

we get the inequality (3.1).
The second inequality will follow on the same arguments. Since

Ry

2

_/< 4N_m1) (%rN1(V)_”12\/1(V)>)X(1<2_nlﬁzin)(v)dv

= ont2 (1 (4Nin1) )

we have

(3.4)
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Applying the inequality (2.3) for the twice differentiable convex function f((1—v)a+
vb) and using (3.4) we deduce the inequality (3.2). O

REMARK 3.2. From (3.1) we get

=R =T
(

70 dr+zznizzw Y
a+ a)+ f(b)
;) e
fla)+f(b)

)

{

which offers a refinement of the well known Bullen’s inequality [8] and [27, Theorem
2.1]. It is worthy to note that the above inequality leads to the following inequality

- a/f )t — <a+b)
gf() /f 2n+2§:Aab (.0

<f(a);_ _bia/a f(l‘)dt

This means that the residual in our inequality is smaller in comparison with the upper
bound in the inequality (1.1).

/

+
2

Secondly, for radical convex functions we have the following result.

THEOREM 3.3. Let N,N; be two nonnegative integers, p > 2 and 0 < a <b. If
f is a p-radical convex function, then

1

Ni—1 »
o [(rwas [ s (zor Z@abnm@_ )(v)> av

&
727!
T S bop 3.5)
RIGESIG]

where %" (n,k) and %fab’bp (n,k) are defined in Theorem 2.9.
If f is a twice differentiable p-radical convex function satisfying that 0 < m <
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(f(t%))” <M < oo forall t >0, then

1 b 1 N —1 n b %
— tdt+/ ra(v P (n,k v dv
bal, F0ak [ {2 ) 520k 4 )
(3.6)

N=1 m 2
+ 2:02n+2 1+(4N—1)M kz“lgf (n,k)
n= =

_ fl@)+f(b)

= 2
Proof. For the first inequality, integrating the inequality (2.4) over the interval

N-1 2"

2 2n1+2 2 gf )

[0,1], calculating the integral

1 /N-1 ”h/’
/0(20 0 S 97"k <k2—;n><V>>dV

imply the first desired inequality.
For the second desired inequality, integrating the inequality (2.11) over the interval

[0,1] implies
/Ol(f((l—v)a+vb))dv
| N1 Z 5
r,, PP (n, k)X k-1 & d
+ [ (20 () 3 7 >x(2,w><v>> v
L)(V)>d"

+/ (Zrn 254“ b (n (5 &

1
< / (1= v)f(a)+vf(b))dv
0

Noting that
1 [N-1 2" & bP
[ Znwm E9 " oy 4y | av
0 \n=0 k=1 2
2”

implies the desired inequality (3.6).
COROLLARY 3.4. Let N be a nonnegative integer and 0 < a < b. If fisa 2-
radical convex function, then
1 P byt 4t £ (1) NS E ;,2
—b—a/a fdi+ - / To—ar a2 42dt+22n+2254 (n,k)

gf(a)Jrf(b)
2

)
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where % (n k) are defined in Corollary 2.10.
If f is a twice differentiable 2 -radical convex function satisfying that
0<m< (f(V1) <M< fort >0, then

1 b 15 4f)
b—a/a f(t)dt+b_a/0 ﬁb—a)z—mzdt

N=1 m on 2
+n§02n+2 <l+(4N_1)M> Ztgf (n’k)

_ f@)+ 1)
2

Proof. For the first inequality, noting that the quantity f <\/ v(l—v)|a— b\) is
symmetric about 1, calculating the integral

1 5
/()f(x/v(l—v)|a—b|>dv:2/ £ (VA= v)la—bl)av

b—a
4t
) T
“ba b—a)?—4r2

This together with (2.10) and the inequality (3.5) holding for all nonnegative integers
N imply the first desired inequality. The second desired inequality can be treated
similarly. [

4. Applications to norm inequalities

In this section, we use established conclusions to improve some operator norm,
numerical radius and unitarily invariant norm inequalities. From the following discus-
sion, we can see that the previous inequalities provide convenient tools for investigating
refinements of norm inequalities.

4.1. Refinements of operator norm inequalities

In this subsection, relying on obtained inequalities in the previous section, we re-
fine and generalize some well known norm and numerical radius inequalities of bounded
linear operators on a complex Hilbert space.

Let B(H) denote the C*-algebra of all bounded linear operators on a complex
Hilbert space H with inner product (,). A real valued continuous function f on an
interval J is said to be operator convex if

f(1=v)A+VvB) < (1-Vv)f(A)+Vvf(B)

in the operator order, for all v € [0,1], and for all self adjoint operators A,B € B(H)
whose spectra are contained in J.
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For A € B(H), let w(A) and ||A|| denote the numerical radius and the usual oper-
ator norm of A, respectively. Recall that

w(A) = sup{|(Ax,x)| :x € H,||x]| = 1}

and
|All = sup{||Ax|| : x € H,[|x]| = 1}.

One of the important properties of w is that it is weakly unitarily invariant, that is
w(U*AU) = w(A), for every for every unitary U € B(H).

It is also readily seen that an operator convex function is also convex. There-
fore, such functions comply with the Hermite-Hadamard inequality (1.1). Moreover,
Dragomir [6] proved that the following modified operator version of (1.1)

A+B o JA)+7(B)
f( ) /f (1-v)a+vByav < B0 @.1)

holds for f:J — R is an operator convex function and A, B are two self adjoint oper-
ators with spectra in J. The above operator inequality can be reduced to the following
norm inequality

e mema 2522

when f is nonnegative. In [23, Theorem 2.1], it has been shown that for A € B(H),

Hf Al +f(\A*|)

F(w(A H/ F(1—V)|A| + vIA*]) dv . (43)

where f:[0,00) — [0,°0) is an increasing operator convex function, A* is the adjoint
1

operator of A, |A| = (A*A)% and |A*| = (AA¥)2.
In the following, we will target the operator inequalities (4.1), (4.2), (4.3). We first
make a refinement of the inequality (4.1). For the sake of simplicity, in the following

we denote

—k+1, k=1 2k, |k
A*f‘ﬂ(n,k):f< At >+f< A+2nB>

2l 2k 41 2k—1
_2f< o+l A+ o+l B)

for f:J — R is an operator convex function on the interval J, A and B are self
adjoint operators with spectrain J, n =0,1,2,... and 1 < k < 2". Notice that if A is
a self adjoint operator and f, g are continuous real valued functions on the spectrum
Sp(A) satisfying that f(r) > g(r) forall r € Sp(A), we then have an operator inequality
f(A) > g(A). Since f is an operator convex function then we see that A’?’B(n,k) >0
in operator order for any 1 < k< 2". '
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THEOREM 4.1. Let N be a nonnegative integer. Let f :J — R be an operator
convex function on the interval J. Then for any self adjoint operators A and B with
spectra in J we have the inequality

/lf((l —V)A+VB)dv

2 AP (n, k) (4.4)

N—-1
/f (1=vA+vB)Iv+ 3 50

F(A)+1(B)

<
2

Proof. Considernow x € H, ||x|| =1 and two self adjoint operators A and B with
spectra in J. Define the real valued function y, 4 5 : [0,1] — R given by

Yeap(V) = (f((1-v)A+VB)x,x).

Since f is operator convex, then ¥, 4 g is a convex function on [0, 1]. By the inequality
(3.1), we have

N-1 2"

/01<f((1—v)A+vB)xxdv—|— 2 ) 2< AYE (n k)xx>
< <wx,x>.

The continuity of the function f implies that

(4.5)

/O1 (F((1—V)A+ vB)x,x)dv = </01 F((1=v)A+ vB)dvx,x> (4.6)

forany x € H, ||x|| = 1 and any two self adjoint operators A and B with spectra in J.
Then, we deduce from (4.5) and (4.6) the desired inequality (4.4). [

The operator inequality (4.4) can be reduced to the following norm inequality.

COROLLARY 4.2. Let the assumptions of Theorem 4.1 hold. If f is nonnegative,
then

2
<[

! N—1 n
[ =y vma| <[ LLES o $ a3
n= =1

We now show the convex version of Corollary 4.2. Notice that in [16] Moradi and
Sababheh proved that
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THEOREM 4.3. [16, Theorem 2.1] Let A,B € B(H). If f :[0,00) — [0,00) is a
convex function, then

f << Al ; |B|x,x>) < /01f (H((l —v)|A| + v|B|)3x

< 3 I70AD + (B

2
‘ )dv
4.7

for any unit vector x € H.

Using the arguments of the proof of Theorem 4.3 and applying Theorem 3.1, we
obtain the following refinements of the inequality (4.7).

THEOREM 4.4. Let f:[0,00) — [0,00) is a convex function. Let N be a nonneg-
ative integer and A,B € B(H). Then

r((#55)

</Olf<H((1—V)IAI+vB)5x

2
‘)dv

2 Nl 2, (Ax,x),(Bx,x)
| )dv+ 3 g XA k)
n= —

< [ (fJaa-vimr+ viepts
<3 171AD+ 708D

for any unit vector x € H. Furthermore, if f :[0,00) — [0,00) is a twice differentiable
convex function satisfying that 0 <m < f” < M < oo, then

((#55)

< [ r(ca-viar+ vients

2
‘)dv
2
‘)dv

| m Z (Ax,x),(Bx.x)
I Al (B
+n§:;) on+2 ( +(4N_1)M>k§=:1 f (n,k)

< [ r([ca-vmr+ vients

<3 170AD+ £

for any unit vector x € H.

Our next result will be extending the inequality (4.3).
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THEOREM 4.5. Let f:[0,0) — [0,0) be an increasing operator convex function.
Let N be a nonnegative integer and A € B(H). Then

s < | [ 7= vlal+viahay

fOAD + (A7)

DS e S A

< %IIf(IAIHf(IA*I)II-

(4.8)

N

Proof. Applying the arguments for the proof of [23, Theorem 2.1], in view of the
inequality (2.1) for the convex function ¥, 4| ja+|(V) = (f((1 — V)|A| + V|A*|)x,x) on
v € [0,1] with x € H, ||x|| = 1, one can verify (4.8). Hence, we skip to present the
details. [J

Our last result in this subsection, we employ Theorem 2.2 and Theorem 2.4 to
improve the following inequality

WP (A)

)i
AlP A*|P A2 A*2 2
(l_v)|A|p+vA*|,,_2m(v)<| 2N _<| 2] |> )

<1 =v)|A]P+ v]A™P|
for A € B(H) and 2 < p < 4 which was shown in [16, Theorem 2.5].

THEOREM 4.6. Let A € B(H) and f : [0,00) — [0,°0) be an increasing operator
convex function. Let 0 < v < 1 and N be a nonnegative integer. For each nonnegative
integer n, we denote by

T (V) =ra(v) + (41\,6_7’”1)1” (%"N—I(V) - 712\/1(V)> )

\2H} and M = maX{H|A|2H , H|A*\2H} Then, we have

f(w?(4))
N—1 on
<|f ((1 “ VAP VAP = Y (v) 3 AT (kg k)<v>> |
n=0 k=1 no
< F(A=v)AP+vIA )| (4.9)
<= v)rap) +vr(ap) 2 z ZA‘AV WE k10 1y (V)

N

[ =)FUAP) +vr(at ),
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where

AN (k) = 4] AT AL At B oA e
In particular,

wP(A)

2
2
3
~—
—~
<
~
(/a5

N—-1 2"
< ((1 “ VAP VAT = 3 nv) B A g

k=1

-1 2"
<[ A=A+ VI = 3 ra(v) 3 A k)
k=1

<[[(L=v)IA[P + vIA7]]

for 2 < p <4, where

P
A )= (T P+ )

4

2n — Z
+( Jyvn A*|2)

)2
2ntl _op 4 2k—1 2
—2( AR+ A*|2)

on+1 on+1

Proof. For 0 < v <1 and any unit vector x € H, by the mixed Schwarz inequality
[11] we have

F(1Ax D) < £ (AP0 A" ) < F ((APx0) (A" Pr)®)
We consider the twice differentiable and convex function
fi(v) = (JAPx,x) Y (A P, )Y

define on v € [0,1]. The second derivative

*2xx 2
I(v) = (1 %) (AR (1472, 2)

of this function satisfy the inequalities

m(ln%)2 < fl(v) gM(ln%f.
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Applying the inequality (2.3) to the convex function f;(v), we get
(AP0 (|A" P x)
< (1= v)(|APx,x) + v{|A*Px,x) (4.11)

N—-1 2" ) ‘2
_ 2 T (V) 2%(\1‘” xx),( A" “x.x) (n,k)l(u L)(V)
n=0

-1 PR

< (1= v){[APxx) + v(|A*Px,x),

)

where A0 (A"x3) (n k) = A4 (n, k), namely

R |A]%x.x), (|4 2x.x) (n,k)
2 1-5L ) 12 L= 2 1—% /1 4%12 £
= <|A| xvx) 2 <|A I xvx) 2 +<|A| xvx) 2 <‘A | x7x> 2
2 =2l 2L
—2(|A]"x,x)" 2T (JA™ |7, x) 27T

Since f is an increasing operator convex function, we have

£ (A0 P) < F (CAPx )V (1A P x)Y)

<f(<1 V(AR + v (14T

N (1S AR (A )
- 3 wln) S A Gy 4 0))
n=0 k=1

<SS (L= v)(JAPx,x) + v{[A Px.x))
Taking the supremum over x € H with ||x|| = 1, we infer that
f(w4)
Nt 2 2 4%2
FLA=VAP+ VAP =3 () 3 kg £y () || (@12)
n=0 k=1

s N

<

<[ (= v)AP+viaTP) .
On the other hand, the inequality (2.1) implies

F (L= v)(JAPx,x) + v(|A*Px,x))
< (=)F (([APxx) + v/ ((1A"x.x)
_Nil rn(v) 22A}|A\2x,X>’<|A*|2x,X> (l’l,k)X(k . L)(V)
n=0

~ Stk

< (L=v)f ((APx,x)) + v ((JA"xx)).

)
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Then
[ (1=v)IAP +v[AP) |

(1= v)f(AP) + vF(A*]) 2 r ZA,‘;“'Z"A*“(n,k)x

L=y
k=1 e

—~

< (1= v)F(AP) +vr(ia P

Combining (4.12) and (4.13) we get (4.9). For (4.10), let f(v) = %, 2<p<4and
apply 4.9). O

4.2. Refinements of numerical radius inequalities

This subsection focuses on some inequalities for the numerical radius norms. In
what follows, M, will stand for the algebra of all n x n complex matrices. Let MJ+
denote the set of positive definite matrices. Recall that the numerical radius w(A) of
the matrix A € M, is given by

w(A) = sup{|(Ax,x)| : x € C", Jx]| = 1}.
It has been shown in [20, Theorem 2.2 and Proposition 2.8] that the functions
Fi(v) =w(AVXA7V + A7VXAY)

and
B (v) =w(A"XA!"Y —Al7VXAY)

are convex on R and attain their minimums at v = J forany A € M,/ and X € M,,.

Applying the inequality (3.1) to the functions F;(v) and F>(v), respectively on
the interval [u,1—pu] when 0 < u < % and on the interval [1 — u, u] when % <pu<l,
we obtain

THEOREM 4.7. Let N be a nonnegative integer. Let A € M T and X € M,,.
Then, for any u € [0,1],

2w(ATXA?)
1 1-u - -
< “7 W(AVXA V+A VXAV)dV
1 = 1 1
< T2 |, w(AYXA TV + A TVXAY)dv (4.14)

+22n+22AH1 an

Sw(ARXAITH L ATTEXAR)
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and

I—u

1
w(AYXATY —ATVXAY)dv

-
1
<—

-

N—-1 1 #1#
+ 2 on+2 ZAFz (n,k)

< w(A“XAl H —A1 HXAHM).

1-u
w(AVXATTY —ATVXAY)dv

(4.15)

It should be noted that in the inequalities (4.14) and (4.15), respectively

1 1=u 1 1
w(AYXA'"V + A'VXAY)dy

1 1
= 2w(A2XA?)
u—t 1=

and
1 I—p

ST w(AYXATTY —ATVXAYYdv| =
=5 5

REMARK 4.8. The inequality (4.14) offers a refinement of [20, Corollary 2.6].

Using the inequality (3.1) to the functions Fj(v) and F,(Vv), respectively on the
interval [u, 3] when 0 < u < § and on the interval [§,u] when § < u < 1, we have

THEOREM 4.9. Let N be a nonnegative integer. Let A € MIIT and X € M.
Then, for any u € [0,1],

wAt T x AT AT XA

2

1
2

gi/ w(AVXA'""V + A'TVXAY)dY
= 2u] |, " )

2
<
[1—2pul

1
/2 w(AYXAY 4 AVXAY ) dy (4.16)

N—1 1 H72
+ Z on+2 ZAFI n k)

W(ARXAH + ATTEXAR) 4 w(AZXA?)

I\JI'—‘
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and
wAt xa™ AT xa T
2 % v 1—-v 1—-v \%
- u
<72 : AVXA'"TY —AVXAYYd NS A“’Z k
T W V+22n+22 (n,k)

1
< —w(APXATTH AR AR,

REMARK 4.10. The inequality (4.16) offers a further refinement of [20, Corollary
2.6].

4.3. Refinements of unitarily invariant norm inequalities

It is well known that if A,B and X be operators on a complex separable Hilbert
space H such that A and B are positive, then for O < v < 1 and for every unitarily
invariant norm ||| ||| the following inequality due to Bhatia and Davis [2] holds

2||A2XBY ||| < [[[AYXB'"Y +A'"VXBY||| < |[|AX + XB||. 4.17)

By using the classical Hermite-Hadamard inequality, Kittaneh [12] derived several re-
finements of this norm inequality. In this part, our main objective is to draw attention to
refining the Heinz operator inequalities (4.17) via the Hermite-Hadamard type inequal-
ity (3.1).

We now consider the convex function F(v) = |||[AVXB!~V +A!"VXB"||| on v €
[0,1]. Applying the inequality (3.1) to the function F (v) on the interval [u,1— u]
when 0 < u < 2 and on the interval [1 —u, u] when 3 5 < u < 1, we obtain the follow-
ing refinement of [12, Theorem 1].

THEOREM 4.11. Let N be a nonnegative integer. Let A,B and X be operators
such that A, B are positive. Then, for any u € [0,1] and any unitarily invariant norm

1| ren
T ‘/ I[AYXB!~Y + A1"VXBY|||dv
u

1 I-u - 1-
|||[AVXB' =V +A""VXB"|||dv

(4.18)

N—1
+22n+2 ZAMI 'U'nk)

< |[|A*X B~ “—i—Al HXBH|||.
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It should be noted that in the inequality (4.18)

1 1
lim 7/ IAYXB'~Y +A'=VXB|||dv| = 2|||A?X B} ||.
p_~>l |1—2‘Ll.‘ u

2

Using the inequality (3.1) to the function F(v) on the interval [u, ] when 0 <

u< % and on the interval [%, u] when % < u < 1, we have the following improvement
of [12, Theorem 2].

THEOREM 4.12. Let N be a nonnegative integer. Let A,B and X be operators
such that A, B are positive. Then, for any u € [0,1] and any unitarily invariant norm

>

1

) )
/2 IAYXB'"" + A'"VXBY|||dv
u

[1—2p]

1

/2 IIAYXBY 4+ AI"VXB|||dv
u

n

2 23 w3
+ % W};AF (n,k)

<
[1—2p]

< Liarx i1 LAty 4 1A XBY||.
2

We consider the inequality (3.1) to the function F(v) on the interval [0, u] when
o<u< % and on the interval [1, u] when % < u < 1 we get the following refinement
of [12, Theorem 3].

THEOREM 4.13. Let N be a nonnegative integer. Let A,B and X be operators
such that A,B are positive. Then,

(1) for0<u< % and any unitarily invariant norm ||| -

>

1 ® v 1—v 1—v v
E/ IAYXB"Y 4+ AI"VXBY|||dv
0

1 u B B N—1 1 " 0
< ﬁ/o IIAYXB Y ATXBY v+ 3, 5o A k)

1 1
< E\|\AX+XB\|\ +§|\|A#XB““ +ATEXBH||.

(2) for } < u <1 and any unitarily invariant norm ||| - ||,

1
|1 —u|

1
/H\A"XBI’V—FAI"’XB"HMV
u

1 1 N—1 1 "
< —— | |[AYXB'™Y+ A"V XBY|||dv —— Y A (nk
Tl - lldv+ 3, 5ocs 388 (k)

1 1
< 5I1AX + XB| +§|\|A“XBI’“ +ATHXBH||.
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