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UNCERTAINTY PRINCIPLE IN TERMS OF

ENTROPY FOR THE SPHERICAL MEAN OPERATOR

OMRI SLIM

(Communicated by S. Koumandos)

Abstract. The logarithmic uncertainty principle in terms of entropy is proved for the spherical
mean operator.

1. Introduction

Uncertainty principles play an important role in harmonic analysis, they state that
a function f and its Fourier transform f̂ cannot be at the same time simultaneously
and sharply localized. That is, it is impossible for a non zero function and its Fourier
transform to be simultaneously small. Many mathematical formulations of this general
fact can be found in [11, 12].

For a probability density function f on Rn , the entropy of f is defined according
to Shanon [26] by

E( f ) = −
∫

Rn
ln( f (x)) f (x) dx. (1.1)

The entropy E( f ) is closely related to quantum mechanics [4], and to the co-
variance matrix V ( f ) [26], and constitutes one of the important ways to measure the
concentration of f , since E( f ) tends to be negative whenever f has sharp peaks, and
conversely, a slow decay of f tends to make E( f ) positive. The measure of the uncer-
tainty of a probability function f consists then in relating the entropy of | f |2 with that
of | f̂ |2 . A first result has been given by Hirshman [16] who established a weak version
of the uncertainty principle in terms of entropy by showing that for every square inte-
grable function f on Rn with respect to the Lebesgue measure satisfying ‖ f‖2 = 1,
we have

E(| f |2)+E(| f̂ |2) � 0, (1.2)

where f̂ denotes the classical Fourier transform of f .
The relation (1.2) has been improved later by Beckner [2, 3] who proved a stronger

inequality by showing that for every square integrable function f on Rn with respect
to the Lebesgue measure satisfying ‖ f‖2 = 1, we have

E(| f |2)+E(| f̂ |2) � n ln
( e

2

)
. (1.3)
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Inequality (1.3) constitutes in fact a very powerful result which implies in particu-
lar the well known Heisenberg-Pauli-Weyl uncertainty principle.

The spherical mean operator R is defined, for a function f on R×Rn , even with
respect to the first variable, see [24], such that

R( f )(r,x) =
∫

Sn
f (rη ,x+ rξ )dσn(η ,ξ ), (r,x) ∈ R×R

n,

where Sn is the unit sphere of Rn+1 and dσn is the surface measure on Sn normalized
to have total measure one.

The spherical mean operator R has many important physical applications, namely
in image processing of so-called synthetic aperture radar (SAR) data [14, 15, 27, 28],
or to the linearized inverse scattering problem in acoustics [8].

The Fourier transform F associated with the spherical mean operator is defined
for every measurable function f on R×Rn , even with respect to the first variable, and
integrable with respect to the measure rndr⊗dx , by

∀(s,y) ∈Γn+1,

F ( f )(s,y) =
∫ +∞

0

∫
Rn

f (r,x)R
(
cos(s.)e−i〈y|.〉)(r,x) rndr⊗dx

(π)
n
2 2n− 1

2Γ( n+1
2 )

,

(1.4)

where
Γn+1 = R×R

n∪{
(ir,x), (r,x) ∈ R×R

n, |r| � ‖x‖}. (1.5)

Many harmonic analysis result related to the spherical mean operator and its Fourier
transformhave already been proved namely by Dziri, Jlassi, Nessibi, Rachdi and Trimèche
[6, 17, 24, 25] or also by Peng and Zhao [20, 30]. Recently, Baccar, Omri and Rachdi
[5] have studied the generalized Fock spaces associated with the spherical mean opera-
tor R , and Msehli and Rachdi [22, 23] have established several uncertainty principles
for the Fourier transform F .

The aim of this work is to prove the logarithmic uncertainty principle in terms of
entropy for the spherical mean operator, more precisely we shall show the following
result:

THEOREM 1.1. For every measurable function f on R+×Rn satisfying∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣2dνn+1(r,x) = 1,

we have∫ +∞

0

∫
Rn

ln
(| f (r,x)|2)| f (r,x)|2dνn+1(r,x)

+
∫
Γn+1,+

ln
(|F ( f )(s,y)|2)|F ( f )(s,y)|2dγn+1(s,y) � (2n+1)(ln(2)−1),

(1.6)
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where dνn+1 is the measure defined on R+×Rn by

dνn+1(r,x) =
rn

(π)
n
2 2n− 1

2Γ( n+1
2 )

dr⊗dx, (1.7)

Γn+1,+ is the subset of Γn+1 defined by

Γn+1,+ = R+ ×R
n∪{

(ir,x), (r,x) ∈ R+×R
n, r � ‖x‖}, (1.8)

F ( f ) is the Forurier transform associated with the spherical mean operator given by
relation (1.4), and dγn+1 is a spectral measure that we shall define later, see relation
(2.10).

2. The spherical mean operator

In [24, 25] Nessibi, Rachdi and Trimèche showed that for every (s,y) ∈ C×Cn ,
the function ϕs,y defined on R×Rn by

ϕs,y(r,x) = R
(
cos(s.)e−i〈y|.〉

)
(r,x), (2.1)

is the unique infinitely differentiable function on R×Rn , even with respect to the first
variable, satisfying the following system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

∂u
∂x j

(r,x1, ...,xn) = −iy ju(r,x1, ...,xn), 1 � j � n,

� n−1
2 ,ru(r,x1, ...,xn)−Δxu(r,x1, ...,xn) = −s2u(r,x1, ...,xn),

u(0, ...,0) = 1,

∂u
∂ r

(0,x1, ...,xn) = 0.

where �(n−1)/2,r is the Bessel operator of index (n−1)/2 defined by

� n−1
2 ,r =

∂ 2

∂ r2 +
n
r
∂
∂ r

, (2.2)

and Δx denotes as usual the Laplacian operator defined by

Δx =
n

∑
j=1

∂ 2

∂x2
j

. (2.3)

The authors proved also that the eigenfunction ϕs,y defined by relation (2.1), is explic-
itly given by

∀(r,x) ∈ R×R
n, ϕs,y(r,x) = e−i〈y|x〉 j n−1

2
(r

√
s2 +‖y‖2), (2.4)
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where j(n−1)/2 is the modified Bessel function defined by

j n−1
2

(s) = 2
n−1
2 Γ

(
n+1

2

) Jn−1
2

(s)

s
n−1
2

= Γ
(

n+1
2

) +∞

∑
k=0

(−1)k

k!Γ( n+1
2 + k)

( s
2

)2k
, (2.5)

and J(n−1)/2 is the Bessel function of the first kind and index (n−1)/2 [1, 19, 29].
Thus, the function ϕs,y is bounded on R×Rn , if and only if (s,y) belongs to the

set Γn+1 defined by relation (1.5), and in this case

∀(r,x) ∈ R×R
n,

∣∣ϕs,y(r,x)
∣∣ � 1. (2.6)

In the following we shall define the Fourier transform associated with the spherical
mean operator and we will recall some of its properties. For this we denote by

• Lp (dνn+1) , p ∈ [1,+∞] the Lebesgue space of measurable functions f on
R+×Rn , satisfying

‖ f‖p,νn+1
=

(∫ +∞

0

∫
Rn

| f (r,x)|p dνn+1(r,x)
) 1

p

< +∞, if p ∈ [1,+∞[;

‖ f‖∞,νn+1
= ess sup(r,x)∈R+×Rn | f (r,x)| < +∞, if p = +∞.

(2.7)

• BΓn+1,+ the σ -algebra defined on Γn+1,+ by

BΓn+1,+ =
{
θ−1(B) , B ∈ BBor(R+×R

n)
}
, (2.8)

where θ is the bijective function defined on the set Γn+1,+ by

θ (s,y) = (
√

s2 + ||y||2,y). (2.9)

• dγn+1 the measure defined on BΓn+1,+ by

∀ B ∈ BΓn+1,+ , γn+1(B) = νn+1(θ (B)). (2.10)

• Lp (dγn+1) , p ∈ [1,+∞] the space of measurable functions f on Γn+1,+ , satis-
fying

‖ f‖p,γn+1
=

(∫
Γn+1,+

| f (s,y)|p dγn+1(s,y)
) 1

p

< +∞, if p ∈ [1,+∞[;

‖ f‖∞,γn+1
= ess sup(s,y)∈Γn+1,+| f (s,y)| < +∞, if p = +∞.

(2.11)

• Ce,0(Rn+1) the space of continuous functions on R×Rn , even with respect to
the first variable, satisfying lim

‖(r,x)‖→+∞
f (r,x) = 0.
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• Se
(
Rn+1

)
the subspace of the Schwartz class formed by functions, which are

even with respect to the first variable.

• dτn the measure defined on R+ by

dτn(r) =
rn

2
n−1
2 Γ( n+1

2 )
dr. (2.12)

Then we have the following useful properties:

PROPOSITION 2.1. i) For every nonnegative measurable function f on Γn+1,+ ,
we have∫

Γn+1,+

g(s,y)dγn+1(s,y) =
1

(π)
n
2 2n− 1

2Γ( n+1
2 )

(∫ +∞

0

∫
Rn

g(s,y)(s2 + ||y||2) n−1
2 sdsdy

+
∫

Rn

∫ ||y||

0
g(is,y)(||y||2 − s2)

n−1
2 sdsdy

)
.

ii) For every measurable function f on R+×Rn , the function

B( f ) = f ◦θ . (2.13)

is measurable on Γn+1,+ . Furthermore, if f is nonnegative or integrable on R+×Rn ,
then ∫

Γn+1,+

B( f )(s,y)dγn+1(s,y) =
∫ +∞

0

∫
Rn

f (r,x)dνn+1(r,x). (2.14)

DEFINITION 2.2. The Fourier transform associated with the spherical mean op-
erator R is defined on L1(dνn+1) by

∀(s,y) ∈ Γn+1, F ( f )(s,y) =
∫ +∞

0

∫
Rn

f (r,x)ϕs,y(r,x)dνn+1(r,x). (2.15)

The Fourier transform F satisfies

∀(s,y) ∈ Γn+1, F ( f ) (s,y) = B◦ F̃ ( f ) (s,y), (2.16)

where B is the mapping defined by relation (2.13) and F̃ is the transform defined on
L1(dνn+1) by

∀(s,y) ∈ R×R
n, F̃ ( f ) (s,y) =

∫ +∞

0

∫
Rn

f (r,x) j n−1
2

(rs)e−i〈y|x〉dνn+1(r,x). (2.17)

On the other hand it is well known [24, 25] that the Fourier transform F associ-
ated with the spherical mean operator is a linear bounded operator from L1(dνn+1) into
Ce,0(Rn+1) and that for every f ∈ L1(dνn+1) , we have

‖F ( f )‖∞,γn+1 � ‖ f‖1,νn+1 . (2.18)

Furthermore, the Fourier transform F satisfies the following inversion formula
and Plancherel theorem:
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THEOREM 2.3. (Inversion formula) Let f ∈L1(dνn+1) such that F ( f )∈L1(dγn+1) ,
then for almost every (r,x) ∈ R+×Rn , we have

f (r,x) =
∫
Γn+1,+

F ( f )(s,y)ϕs,y(r,x)dγn+1(s,y). (2.19)

THEOREM 2.4. (Plancherel) The Fourier transform F can be extended to an iso-
metric isomorphism from L2(dνn+1) onto L2(dγn+1) .

DEFINITION 2.5. For every (s,y) ∈ R+×Rn the generalized shift operator T(s,y)
associated with the spherical mean operator is defined on Lp(dνn+1) , see [24, 25], such
that for every (r,x) ∈ R+×Rn ,

T(s,y)( f )(r,x) =
Γ( n+1

2 )
Γ( n

2 )Γ( 1
2 )

∫ π

0
f (

√
r2 + s2 +2rscosθ ,x+ y)(sinθ )n−1dθ . (2.20)

Furthermore, for every (s,y) ∈]0,+∞[×Rn , and by a standard change of variables,
the generalized shift operator may be expressed as an integral operator by

∀(r,x) ∈]0,+∞[×R
n, T(s,y)( f )(r,x) =

∫ +∞

0
f (t,x+ y)Wn(r,s,t)dτn(t), (2.21)

with kernel

Wn(r,s, t) =
Γ( n+1

2 )2

2
n−3
2 Γ( n

2 )Γ( 1
2 )

(
(r+ s)2 − t2

) n
2−1(

t2− (r− s)2
) n

2−1

(rst)n−1 χ]|r−s|,r+s[(t), (2.22)

where χ]|r−s|,r+s[ is the characteristic function defined on R+ by

χ]|r−s|,r+s[(t) =
{

1, if |r− s| < t < r+ s;
0, if t � |r− s| or t � r+ s.

(2.23)

The kernel Wn satisfies then the following properties:
• For every r,s,t > 0 we have Wn(r,s,t) = Wn(s,r,t) = Wn(t,s,r) = Wn(r, t,s) .
• For every r,s > 0 and for every positive integer n , we have

∫ +∞

0
Wn(r,s,t)dτn(t) = 1. (2.24)

Thus, for every (s,y) ∈ R+ ×Rn the generalized shift operator T(s,y) is a con-
tinuous linear operator from Lp(dνn+1), p ∈ [1,+∞] , into itself, satisfying for every
f ∈ Lp(dνn+1)

‖T(s,y)( f )‖p,νn+1 � ‖ f‖p,νn+1 . (2.25)

From relations (2.21) and (2.24), one can deduce the following useful property:
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PROPOSITION 2.6. For every f ∈ L1(dνn+1) and for every (s,y) ∈ R+×Rn , the
function T(s,y)( f ) belongs to L1(dνn+1) , and we have

∫ +∞

0

∫
Rn

T(s,y)( f )(r,x)dνn+1(r,x) =
∫ +∞

0

∫
Rn

f (r,x)dνn+1(r,x). (2.26)

DEFINITION 2.7. The generalized convolution product associated with the spher-
ical mean operator is defined for two measurable functions f ,g on R+ ×Rn by

f#g(s,y) =
∫ +∞

0

∫
Rn

T(s,−y)( f̌ )(r,x)g(r,x)dνn+1(r,x), (2.27)

whenever this integral is well defined, where f̌ (r,x) = f (r,−x) .

Then we have the following properties:

PROPOSITION 2.8. i) For every f ∈L1(dνn+1) and for every g∈ Lp(dνn+1), p∈
[1,+∞[ , the function f#g belongs to the space Lp(dνn+1) and we have

‖ f#g‖p,νn+1 � ‖ f‖1,νn+1‖g‖p,νn+1. (2.28)

ii) For f ∈ Se(Rn+1) and g ∈ L2(dνn+1) , we have

F
(
f g

)
= F ( f )#F (g). (2.29)

It is not hard to see that all results of this last proposition hold also for the Fourier
transform F̃ defined by relation (2.17).

DEFINITION 2.9. The Gaussian kernel associated with the spherical mean opera-
tor is defined for t > 0 by

Gt(r,x) =
e−

r2+‖x‖2
2t2

t2n+1 , (r,x) ∈ R×R
n. (2.30)

Thus, one can easily see that the family
(
Gt

)
t>0 is an approximation to the iden-

tity, in particular for every f ∈ L2(dνn+1) we have

lim
t→0+

‖Gt# f − f‖2,νn+1 = 0. (2.31)

3. Uncertainty principle in terms of entropy for the spherical mean operator

The aim of this section is to prove the main result of this work, i.e. the uncertainty
principle in terms of entropy for every square integrable functions f with respect to the
measure dνn+1 . For this we shall begin by proving an analogue of the Hausdorff-Young
theorem for the Fourier transform F , from which we will later deduce the uncertainty
principle in terms of entropy, firstly for f ∈ L1(dνn+1)∩L2(dνn+1) and then for every
f ∈ L2(dνn+1) .
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THEOREM 3.1. (Hausdorff-Young) Let p,q be two conjugate exponents such that
1 < p � 2 , then for every function f ∈ Lp(dνn+1) , F ( f ) belongs to Lq(dγn+1) and
we have

‖F ( f )‖q,γn+1 � Ap‖ f‖p,νn+1, (3.1)

where Ap =
[ p

1
p

q
1
q

]n+ 1
2
.

Proof. Firstly, one can see that according to relation (2.18) and Theorem 2.4, and
by using the standard Riesz-Thorin interpolation theorem, that the Fourier transform
F may be extended as a bounded linear operator from Lp(dνn+1) into Lq(dνn+1)
with 1 < p < 2 and q = p/(p−1) .

Let 1 < p < 2 and q = p/(p− 1) , and let f ∈ L1(dνn+1)∩Lp(dνn+1) , then by
relations (2.14) and (2.16) we have∥∥F ( f )

∥∥q
q,γn+1

=
∥∥F̃ ( f )

∥∥q
q,νn+1

. (3.2)

Now, according to Theorem 4.1 in [9, p. 880] we have

∫ +∞

0

∣∣∣∫ +∞

0

(∫
Rn

f (r,x)e−i〈λ |x〉 dx

(2π)
n
2

)
j n−1

2
(rμ)

rndr

2
n−1
2 Γ( n+1

2 )

∣∣∣q μn

2
n−1
2 Γ( n+1

2 )
dμ

�
[ p

1
p

q
1
q

] q(n+1)
2

(∫ +∞

0

∣∣∣∫
Rn

f (r,x)e−i〈λ |x〉 dx

(2π)
n
2

∣∣∣p rndr

2
n−1
2 Γ( n+1

2 )

) q
p
.

Hence, by using Minkowski’s inequality for integrals, see [10, p. 194], and relation
(3.2), we get

∥∥F ( f )
∥∥q

q,γn+1
=

∫
Rn

(∫ +∞

0

∣∣∣∫ +∞

0

(∫
Rn

f (r,x)e−i〈y|x〉 dx

(2π)
n
2

)
j n−1

2
(rs)

× rndr

2
n−1
2 Γ( n+1

2 )

∣∣∣q snds

2
n−1
2 Γ( n+1

2 )

) dy

(2π)
n
2

�
[ p

1
p

q
1
q

] q(n+1)
2

∫
Rn

(∫ +∞

0

∣∣∣∫
Rn

f (r,x)e−i〈y|x〉 dx

(2π)
n
2

∣∣∣p

× rndr

2
n−1
2 Γ( n+1

2

) q
p dy

(2π)
n
2

�
[ p

1
p

q
1
q

] q(n+1)
2

(∫ +∞

0

(∫
Rn

∣∣∣∫
Rn

f (r,x)e−i〈y|x〉 dx

(2π)
n
2

∣∣∣q

× dy

(2π)
n
2

) p
q rndr

2
n−1
2 Γ( n+1

2 )

) q
p
.
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Using now Theorem 1 in [2, p. 162], we deduce that

∥∥F ( f )
∥∥q

q,γn+1
�

[ p
1
p

q
1
q

]q(n+ 1
2 ) ∫ +∞

0

(∫
Rn

∣∣ f (r,x)∣∣p
dνn+1(r,x)

) q
p
. (3.3)

The result follows then by using the standard density argument. �
In the following we shall prove the uncertainty principle in terms of entropy for a

function f ∈ L1(dνn+1)∩L2(dνn+1) satisfying ‖ f‖2,νn+1 = 1. For this we define for
every nonnegative measurable function f on R+×Rn , the weighted entropy of f by

Eνn+1( f ) = −
∫ +∞

0

∫
Rn

ln
(
f (r,x)

)
f (r,x)dνn+1(r,x), (3.4)

whenever the integral on the right hand side is well defined.
Similarly, we define for every nonnegative measurable function h on Γn+1,+ , the

weighted entropy of h by

Eγn+1(h) = −
∫
Γn+1,+

ln
(
h(r,x)

)
h(r,x)dγn+1(r,x), (3.5)

whenever the integral on the right hand side is well defined.

PROPOSITION 3.2. Let f ∈ L1(dνn+1)∩L2(dνn+1) such that ‖ f‖2,νn+1 = 1 , then
we have

Eνn+1

(∣∣ f ∣∣2)+Eγn+1

(∣∣F ( f )
∣∣2) � (2n+1)(1− ln(2)), (3.6)

whenever Eνn+1

(∣∣ f ∣∣2) and Eγn+1

(∣∣F ( f )
∣∣2) are finite.

Proof. Let x be a positive real number and let g be the function defined on [1,2[
by g(p) = (xp − x2)/(p− 2) , then for every p ∈]1,2[ , we have g′(p) = (xp ln(x)(p−
2)− xp + x2)/(p− 2)2 � 0, and therefore g is increasing on [1,2[ . This implies in
particular that

x2− x � xp− x2

p−2
� lim

p→2−
g(p) = x2 ln(x). (3.7)

Let f ∈ L1(dνn+1)∩L2(dνn+1) such that ‖ f‖2,νn+1 = 1, and let ϕ be the function
defined on ]1,2] by

ϕ(p) =
∫
Γn+1,+

∣∣F ( f )(s,y)
∣∣ p

p−1 dγn+1(s,y)

−
[ p

1
p

( p
p−1)

p−1
p

] p(n+ 1
2 )

p−1
(∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣p
dνn+1(r,x)

) 1
p−1

.

Then by relation (3.1), ϕ(p) � 0 for every 1 < p � 2. On the other hand Theo-

rem 2.4 means that ϕ(2) = 0. This implies that
[∂ϕ
∂ p

]
p=2−

� 0, whenever this deriva-

tive exists.
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Since f ∈ L1(dνn+1)∩L2(dνn+1) , then by a standard interpolation argument, f
belongs to Lp(dνn+1) for every 1 � p � 2. On the other hand, since Eνn+1(| f |2) is fi-
nite, then according to relation (3.7) and by using the Lebesgue dominated convergence
theorem, we deduce that

∂
∂ p

[∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣p
dνn+1(x)

]
p=2−

=
∫ +∞

0

∫
Rn

lim
p→2−

| f (r,x)|p −| f (r,x)|2
p−2

dνn+1(r,x),

and therefore

∂
∂ p

[∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣p
dνn+1(x)

]
p=2−

=
1
2

∫ +∞

0

∫
Rn

ln
(| f (r,x)|2)∣∣ f (r,x)∣∣2dνn+1(r,x). (3.8)

Now, since f ∈ L1(dνn+1)∩L2(dνn+1) , by using again the Lebesgue dominated con-
vergence theorem, we get

lim
p→2−

∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣p
dνn+1(r,x) =

∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣2dνn+1(r,x) = 1. (3.9)

Combining relations (3.8) and (3.9) we get

∂
∂ p

[(∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣p
dνn+1(r,x)

) 1
p−1

]
p=2−

= −1
2
Eνn+1

(| f |2). (3.10)

In the same way, one can see that

∂
∂ p

[∫
Γn+1,+

∣∣F ( f )(s,y)
∣∣ p

p−1 dγn+1(s,y)
]

p=2−
=

1
2
Eγn+1

(|F ( f )|2). (3.11)

Finally, basic calculations show that

∂
∂ p

[( p
1
p

( p
p−1)

p−1
p

) p(n+ 1
2 )

p−1
]

p=2
= (n+

1
2
)(1− ln(2)). (3.12)

Thus, according to relations (3.10), (3.11) and (3.12) it follows that

[∂ϕ
∂ p

]
p=2−

=
1
2
Eνn+1

(| f |2)+
1
2
Eγn+1

(|F ( f )|2)− (n+
1
2
)(1− ln(2)), (3.13)

which completes the proof. �
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LEMMA 3.3. Let f be a measurable function on Rn+1 and let ω : R−→R+ be a
convex function such that ω ◦| f | ∈ L1(dνn+1) . If ( fp)p∈N is a sequence of nonnegative
measurable functions on Rn+1 satisfying ‖ fp‖1,νn+1 = 1 for every p ∈ N , and such
that the sequence

(
fp# f

)
p∈N

converges pointwise to f , then the function (r,x) 
−→
ω

(|( fp# f )(r,x)|) belongs to L1(dνn+1) for every p ∈ N , and we have

lim
p→+∞

∫ +∞

0

∫
Rn
ω

(∣∣( fp# f )(r,x)
∣∣)dνn+1(r,x) =

∫ +∞

0

∫
Rn
ω

(| f (r,x)|)dνn+1(r,x).

(3.14)

Proof. We have

‖ω ◦ | f |‖1,νn+1 =
∫ +∞

0

∫
Rn

liminf
p→+∞

ω
(∣∣( fp# f )(r,x)

∣∣)dνn+1(r,x), (3.15)

and by using Fatou’s lemma we can deduce that

‖ω ◦ | f |‖1,νn+1 � liminf
p→+∞

∫ +∞

0

∫
Rn
ω

(∣∣( fp# f )(r,x)
∣∣)dνn+1(r,x). (3.16)

Conversely, according to relation (2.26) we have for every p ∈ N and for every (s,y) ∈
R+×Rn ∫ +∞

0

∫
Rn

T(s,y)( f̌ p)(r,x)dνn+1(r,x) = ‖ fp‖1,νn+1 = 1, (3.17)

which means that for every (s,y) ∈ R+×R
n , T(s,y)( fp)(r,x)dνn+1(r,x) is a probability

measure on R+ ×Rn .
Therefore by using Jensen’s inequality for convex functions [10], we get for all

(s,y) ∈ R+×R
n

ω
(∣∣( fp# f )(s,y)

∣∣) = ω
(∣∣∫ +∞

0

∫
Rn

f (r,x)T(s,−y)( f̌ p)(r,x)dνn+1(r,x)
∣∣)

� ω
(∫ +∞

0

∫
Rn

∣∣ f (r,x)∣∣T(s,−y)( f̌ p)(r,x)dνn+1(r,x)
)

�
∫ +∞

0

∫
Rn
ω

(∣∣ f (r,x)∣∣)T(s,−y)( f̌ p)(r,x)dνn+1(r,x)

= fp#
(
ω ◦ | f |)(s,y). (3.18)

In particular ω ◦ ∣∣ fp# f
∣∣ ∈ L1(dνn+1) .

Hence, by relations (2.28) and (3.18) we deduce that

limsup
p→+∞

∫ +∞

0

∫
Rn
ω

(∣∣( fp# f )(r,x)
∣∣)dνn+1(r,x)

� limsup
p→+∞

∫ +∞

0

∫
Rn

fp#
(
ω ◦ | f |)(r,x)dνn+1(r,x)

= lim
p→+∞

‖ fp#
(
ω ◦ | f |)‖1,νn+1

� ‖ω ◦ | f |‖1,νn+1. (3.19)

The proof becomes complete by combining relations (3.16) and (3.19). �
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THEOREM 3.4. (Uncertainty principle in terms of entropy) Let f ∈L2(dνn+1) such
that ‖ f‖2,νn+1 = 1 , then we have

Eνn+1

(∣∣ f ∣∣2)+Eγn+1

(∣∣F ( f )
∣∣2) � (2n+1)(1− ln(2)), (3.20)

whenever Eνn+1

(∣∣ f ∣∣2) and Eγn+1

(∣∣F ( f )
∣∣2) are finite.

Proof. The main idea of this proof is of course to combine Proposition 3.2 with
the standard density argument, indeed we will show that for all f ∈ L2(dνn+1) there is
a sequence ( fp)p∈N of non zero functions belonging to L1(dνn+1)∩L2(dνn+1) such
that

lim
p→+∞

‖ fp‖2,νn+1 = ‖ f‖2,νn+1 , (3.21)

lim
p→+∞

Eνn+1

(| fp|2) = Eνn+1

(| f |2), (3.22)

and
lim

p→+∞
Eγn+1

(|F ( fp)|2
)

= Eγn+1

(|F ( f )|2). (3.23)

Let
(
hp

)
p∈N

be the sequence of functions defined by

hp(r,x) = 2n+ 1
2 p2n+1e−p2(r2+‖x‖2), (3.24)

then by relation (2.31), we have for all f ∈ L2(dνn+1)

lim
p→+∞

‖hp# f − f‖2,νn+1 = 0. (3.25)

Furthermore, according to Weber’s formula [19, 29], we know that for all p,s > 0 and
for all μ > −1 ∫ +∞

0
e−p2r2Jμ(sr)rμ+1dr =

sμe
− s2

4p2

(2p2)μ+1 . (3.26)

Hence, by relation (3.26) we deduce that for all positive integer p

F̃−1(hp
)
(s,y) = e

− s2+‖y‖2
(2p)2 . (3.27)

Let ψp be the sequence of functions defined on R+ ×R
n by

ψp(s,y) = e
− s2+‖y‖2

(2p)2 = F̃−1(hp
)
(s,y). (3.28)

Let f ∈ L2(dνn+1) be such that ‖ f‖2,νn+1 = 1, then according to relation (3.25),

we know that lim
p→+∞

‖F̃ (ψp)#F̃ ( f )− F̃ ( f )‖2,νn+1 = 0, in particular there is a subse-

quence (ψσ(p))p∈N such that F̃ (ψσ(p))#F̃ ( f ) converges pointwise to F̃ ( f ) almost
everywhere.
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Let ( fp)p∈N be the sequence of measurable functions on R+×Rn defined by

fp = ψσ(p) f . (3.29)

Hence, one can see that for all p∈N , fp is nonzero, and since ψσ(p) ∈L2(dνn+1)∩
Ce,0(Rn+1), fp belongs to the space L1(dνn+1)∩L2(dνn+1) , and therefore by Propo-
sition 3.2 we can deduce that∫ +∞

0

∫
Rn

ln(| fp(r,x)|2)| fp(r,x)|2dνn+1(r,x)

+
∫
Γn+1,+

ln(|F ( fp)(s,y)|2)|F ( fp)(s,y)|2dγn+1(s,y)

� (2n+1)(1− ln(2))‖ fp‖2
2,νn+1

−2‖ fp‖2
2,νn+1

ln(‖ fp‖2
2,νn+1

). (3.30)

Now, by using the Lebesgue dominated convergence theorem we have

lim
p→+∞

‖ fp‖2,νn+1 = ‖ f‖2,νn+1 . (3.31)

On the other hand, one can see that for all p ∈ N and for almost every (r,x) ∈
R+×R

n , we have
∣∣ ln(| fp(r,x)|2)| fp(r,x)|2

∣∣ �C| f (r,x)|2 +
∣∣ ln(| f (r,x)|2)| f (r,x)|2∣∣ , for

some positive constant C . Hence by again using the Lebesgue dominated convergence
theorem, we get that

lim
p→+∞

∫ +∞

0

∫
Rn

ln(| fp(r,x)|2)| fp(r,x)|2dνn+1(r,x) = Eνn+1

(| f |2). (3.32)

Let us show now that lim
p→+∞

Eγn+1

(|F ( fp)|2
)

= Eγn+1

(|F ( f )|2) .

For this we denote by ω1,ω2 the functions defined on R by

ω1(t) =
{

t2 ln(|t|), if |t| > 1;
0, if |t| � 1,

and

ω2(t) =

⎧⎨
⎩

2t2, if |t| � 1;
−t2 ln(|t|)+2t2, if |t| � 1, t �= 0;
0, if t = 0.

Then ω1 and ω2 are both nonnegative and convex, moreover for every positive
real number t we have

t2 ln |t| = ω1(t)−ω2(t)+2t2. (3.33)

Finally, since Eνn+1(|F̃ ( f )|2) < +∞ , the functions ωi
(|F̃ ( f )|) for each i = 1,2

belong to L1(dνn+1) . Moreover, according to relation (2.30) we know that for every
p ∈ N , F̃ (ψσ(p)) is a nonnegative function, and using the inversion formula, we have

F̃
(
F̃ (ψσ(p))

)
(0,0) = ψσ(p)(0,0) = 1. (3.34)



486 OMRI SLIM

Hence by applying Lemma 3.3 and relations (2.29) and (3.29), we deduce that for
i = 1,2

lim
p→+∞

∫ +∞

0

∫
Rn
ωi

(
F̃ ( fp)

)
(r,x)dνn+1(r,x) =

∫ +∞

0

∫
Rn
ωi

(
F̃ ( f )

)
(r,x)dνn+1(r,x),

(3.35)
and therefore by relations (3.31) and (3.33), we get

lim
p→+∞

∫ +∞

0

∫
Rn

ln(|F̃ ( fp)(r,x)|2)|F̃ ( fp)(r,x)|2dνn+1(r,x) = Eνn+1

(|F̃ ( f )|2), (3.36)

which means by relations (2.14) and (2.16) that

lim
p→+∞

∫
Γn+1

ln(|F ( fp)(s,y)|2)|F ( fp)(s,y)|2dγn+1(r,x) = Eγn+1

(|F ( f )|2). (3.37)

The proof is complete by combining relations (3.30), (3.31) and (3.32) with (3.37).
�

4. Conclusion

As has been stated in the introduction, the spherical mean operator plays an im-
portant role in the study of many interesting physical problems, indeed according to
Lavrentiev, Romanov and Vasiliev [18, 21] and aslo to Schuster [27], the technical study
of sound navigation and radiation strongly involves the spherical mean operator. Simi-
larly, Hellsten and Andersson [14] show, how the measured data in Synthetic-aperture
radar can be interpreted as spherical means of the ground reflectivity, the role of the
Fourier transform F is then essential in solving inverse problems related to signal
recovering.

The uncertainty principle is one of the central ideas in signal theory giving in gen-
eral a lower bound for the simultaneous localization of waves in phase and frequency
spaces. There are many advantageous ways to study the spreading out of a distribution
of the waves [12], however the entropy has been shown to be a particularly sensitive
measure.

Inequality (3.20) gives a bound for the maximum localization of the entropy in
phase and frequency spaces related to the spherical mean operator R . As application
of relation (3.20), one may deduce the well known Heisenberg-Pauli-Weyl uncertainty
principle [13] for the Fourier transform F . Indeed, let α be a positive real number
and let dδαn+1 be the probability measure defined on R+×Rn by

dδαn+1(r,x) = Gα(r,x)dνn+1(r,x), (4.1)

where Gα(r,x) is the Gaussian kernel defined by relation (2.30).
Let f ∈ L2(dνn+1) such that ‖ f‖2,νn+1 = 1, since the map t 
−→ t ln t is convex

on ]0,+∞[ , then according to Jensen’s inequality for convex functions [10], we deduce
that ∫ +∞

0

∫
Rn

| f (r,x)|2
Gα(r,x)

ln

( | f (r,x)|2
Gα(r,x)

)
dδαn+1(r,x) � 0, (4.2)
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hence,

Eνn+1(| f |2) � ln
(
α2n+1)+

1
2α2

∫ +∞

0

∫
Rn

| f (r,x)|2(r2 +‖x‖2)dνn+1(r,x), (4.3)

and by Plancherel’s theorem,

Eγn+1(|F ( f )|2) � ln
(
α2n+1)+

1
2α2

∫
Γn+1,+

|F ( f )(s,y)|2(s2 +2‖y‖2)dγn+1(s,y).

(4.4)
Combining now relation (3.20) with relations (4.3) and (4.4), we deduce that∥∥∥(r2 +‖x‖2)

1
2 f

∥∥∥2

2,νn+1
+

∥∥∥(s2 +2‖y‖2)
1
2 F ( f )

∥∥∥2

2,γn+1

� 2α2 (
(2n+1)− ln(2α2)2n+1) . (4.5)

Replacing f by
f

‖ f‖2,νn+1

in relation (4.5), we deduce that for every non zero function

f ∈ L2(dνn+1) ,∥∥∥(r2 +‖x‖2)
1
2 f

∥∥∥2

2,νn+1
+

∥∥∥(s2 +2‖y‖2)
1
2 F ( f )

∥∥∥2

2,γn+1

� 2α2 (
(2n+1)− ln(2α2)2n+1)‖ f‖2

2,νn+1
. (4.6)

Inequality (4.6) being true for every α > 0, holds in particular for the upper bound of

the quantity 2α2
(
(2n+1)− ln(2α2)2n+1

)
, attained for α =

1√
2

, hence

∥∥∥(r2 +‖x‖2)
1
2 f

∥∥∥2

2,νn+1
+

∥∥∥(s2 +2‖y‖2)
1
2 F ( f )

∥∥∥2

2,γn+1
� (2n+1)‖ f‖2

2,νn+1
. (4.7)

On the other hand let f ∈ L2(dνn+1) , and for every t > 0 we denote by ft the
dilation of f defined on R+×Rn by ft(r,x) = f (tr,tx) . Then, ft belongs to L2(dνn+1)
and we have

‖ ft‖2
2,νn+1

=
1

tn+2 ‖ f‖2
2,νn+1

. (4.8)

Moreover, ∥∥∥(r2 +‖x‖2)
1
2 ft

∥∥∥2

2,νn+1
=

1
tn+4

∥∥∥(r2 +‖x‖2)
1
2 f

∥∥∥2

2,νn+1
, (4.9)

and ∥∥∥(s2 +2‖y‖2)
1
2 F ( ft )

∥∥∥2

2,γn+1
=

1
tn

∥∥∥(s2 +2‖y‖2)
1
2 F ( f )

∥∥∥2

2,γn+1
. (4.10)

Now, without loss of generality, one may assume that
∥∥∥(r2 +‖x‖2)

1
2 f

∥∥∥
2,νn+1

and∥∥∥(s2 +2‖y‖2)
1
2 F ( f )

∥∥∥
2,γn+1

are both non zero and finite, and hence the same holds

for ft for every t > 0 and we have∥∥∥(r2 +‖x‖2)
1
2 ft

∥∥∥2

2,νn+1
+

∥∥∥(s2 +2‖y‖2)
1
2 F ( ft )

∥∥∥2

2,γn+1
� (2n+1)‖ ft‖2

2,νn+1
. (4.11)
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Then, by relations (4.8), (4.9) and (4.10) we get, for every t > 0

1
t2

∥∥∥(r2 +‖x‖2)
1
2 f

∥∥∥2

2,νn+1
+ t2

∥∥∥(s2 +2‖y‖2)
1
2 F ( f )

∥∥∥2

2,γn+1
� (2n+1)‖ f‖2

2,νn+1
.

(4.12)

In particular for t = t0 =

√√√√√√
∥∥∥(r2 +‖x‖2)

1
2 f

∥∥∥
2,νn+1∥∥∥(s2 +2‖y‖2)

1
2 F ( f )

∥∥∥
2,γn+1

, we obtain the following re-

lation known as Heisenberg-Pauli-Weyl inequality for the spherical mean operator,
see [23],∥∥∥(r2 +‖x‖2)

1
2 f

∥∥∥
2,νn+1

∥∥∥(s2 +2‖y‖2)
1
2 F ( f )

∥∥∥
2,γn+1

� 2n+1
2

‖ f‖2
2,νn+1

. (4.13)
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C. R. Acad. Sci. Paris Sér., 305, I (1987), 880–887.
[10] G. B. FOLLAND, Real analysis modern thechniques and their applications, Pure and Applied Mathe-

matics, John Wiley and Sons, New York 1984.
[11] G. B. FOLLAND AND A. SITARAM, The uncertainty principle: a mathematical survey, J. Fourier

Anal. Appl., 3 (1997), 207–238.
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